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EXECUTIVE SUMMARY

Survival of hatchery reared Columbia River chinook (Oncorhynclucs tshawytscha) salmon from
release to return is highly variable and thought to be related to river flow during juvenile
outmigration in the spring. The purpose of this project is to examine the relationship between
survival of coded-wire-tagged (CWT) Columbia River salmonids and in-river flow and other
freshwater factors. This report covers Phase I, in which two methods to estimate survival were
developed and evaluated, and criteria for data selection were established.

Method 1, Virtual Population Analysis (VPA), used by the Pacific Salmon Commission, is a
method to obtain absolute estimates of survival; this method depends on estimates of natural
mortality and escapement, both poorly known. Method 2, Generalized Linear Models (GLIM),
can be used to obtain relative estimates of survival and can be applied to partial data, such as
commercial catch alone.. For the purposes of this study, relative estimates of survival are as good
as absolute estimates. An advantage of GLIM over VPA is that escapement data and in-river catch
data are not necessarily needed. Methods to determine confidence intervals about VPA survival
estimates were also developed. Demonstration examples for each method are given.

A critical problem in determining the relationship between in-river variables (such as flow) and
survival is obtaining tagged groups that experienced different conditions. Them are two ways to
obtain such contrast. The first method involves between-year comparison. Between-year effects
may be due to differential ocean conditions, so we have chosen tag groups from lower river
hatcheries as controls on ocean conditions. The alternative is to compare mark groups released in
the same year at different conditions. Some limitations were found in the number of tagged
groups available for our analysis, particularly upriver spring chinook, where poor survival
produced very few recoveries; fall chinook CWT groups of adequate sample size are available for
both upriver and downriver hatcheries; fewer releases of summer chinook are available. The
number of CWT groups of coho and steelhead are few and, therefore, we will not consider these
species in our analysis. We anticipate that a main task of Phase II will be a detailed search to
extend the numbers of in-river groups to be included in the analysis. Presently, we have data on
flow, and another task in Phase II will be the acquisition of data on other factors that might impact
survival of juvenile salmon in the river. Examples of factors that will be explored are temperature,
transportation, and flow.

A power analysis to determine the probability of detecting a significant relationship between in-
river variables, specifically relative flow, and survival was perfotmed. Results indicate that if
survival is twice as high in the highest flow years compared with the lowest flow years, then we
have a 55% probability of detecting that flow is a significant factor at the 0.15 significance level.



1. INTRODUCTION

1.1. PROBLEM FcRMuLATION
The Columbia River salmon have been fished for hundreds, perhaps thousands of years. With the
arrivalof western European settlers, the magnitude of the exploitation increased dramatically. At
its peak, the Columbia River salmon stocks produced catches of over 6 million fish from 5 species
with total returns (catch and escapement) estimated to be 7.5 million fish (Chapman 1986). There
are five species of salmonids native to the Columbia River (Chapman 1986),  steelhead trout
(Oncorhynchus mykiss), chum salmon (0. kefu), sockeye salmon (0. nerka), coho salmon (0.
kisutch), and chinook salmon (0. tshawyfscha). The chinook salmon are further classified into
three races: spring, summer, and fall (Thompson 1951),  based on the time the adults move into
and up the river to spawn. The peak catches for each of the salmonid species occurred at different
times over a period of about 30 years, centered around 1900. These levels of production have not
been seen since.
The decline in abundance may have only been partially due to exploitation. The 20th century
brought not only increasing fishing pressure, but it entailed the development of the Columbia River
Basin in other ways. As early as the 1940s. the decline in chinook runs was attributed to a number
of factors related to the development of the basin, such as deforestation, pollution, over-fishing,
unscreened water diversions and construction of dams (Laythe 1948). The latter was considered a
major cause of the declines. To overcome these problems, a program was proposed that would
remove obstructions to fish passage in tributary streams, screen water diversions, instigate
pollution abatement, construct fishways, establish fish refuges where conflicting developments
would not be allowed, and construct fish hatcheries. Almost all of this activity was to be
undertaken in the lower river.

The operation of hydroelectric projects began in 1938 with Bonneville Dam and in 1941 with the
Grand Coulee.Dam.  While outmigrating smelts were able to pass through Bonneville Dam, the
dam was nevertheless recognized as a barrier, and plans were made to replace any eventual loss of
fish by the construction of hatcheries (Wahle and Smith 1979) and protection of natural spawning
below Bonneville. The Grand Coulee Dam was considered too high for the upstream passage of
fish, and fish from stocks that migrated above that location were transplanted to hatcheries of
tributary rivers below the dam (Laythe 1948).

The plan suggested by Laythe in 1948 was never fully implemented. By the mid-197Os, more
dams had been constructed, and the runs of chinook salmon to the mid-Columbia River continued
to decline. The use of hatcheries to increase the runs had proved only partially successful. If
salmon were to be preserved, some action was required. In 1980 the Pacific Northwest Electric
Power Planning and Conservation Act (more commonly known as the Northwest Power Act) was
passed by the United States Congress. The act authorized the states of Idaho, Montana, Oregon
and Washington to create an entity to plan for two important resources on the Columbia River
basin: electricity., and fish and wildlife. The entity created was the Pacific Northwest Electric
Power and Conservation Planning Council, best known as the Northwest Power Planning
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Council. To emphasize the importance of fish and wildlife, Congress mandated that the Northwest
Planning Council develop the Columbia River Basin fish and Wildlife Program before develop-
ment of a power plan.

The Northwest Power Planning council has established the doubling of the salmonid runs of the
Columbia River as a goal of its Fish and Wildlife Program. This objective could in theory be
achieved by (1) increasing the production of hatchery salmon, (2) increasing the production of
natural spawning salmon, and (3) increasing the survival of outmigrating juveniles. All three
factors are likely to be involved in a truly successful stock rebuilding effort.

Many management actions are presently being taken in order to increase downstream survival,
including the following:

1. Fish bypass facilities: this usually takes the form of screens that divert juvenile fish from
the turbines and pass them through the dam in a separate water system

2. Transportation: fish are collected at the fish bypass facilities, placed in barges, and
transported below Bonneville Dam, where they are released.

3. Increased flow during periods of smolt migration. Augmented flow is thought to pass fish
through the river system faster and, thus, some water is often spilled over the dam instead
of passing through the turbines.

4. Predator control: programs ate now underway to reduce the population of northern
squawfish (Ptychocheilus  oregonensis)  in several of the reservoirs.

Each of these actions is directed toward increasing the survival of fish from the time of release until
they enter the lower river, below Bonneville Dam. Most evaluation of fish bypass facilities has
been focused on in-river survival using fin-clipped or freeze-branded fish. Transportation has
been evaluated primarily by examination of coded-wire-tag (CWI’) results. There have been
studies to evaluate the impact of changes in flow on both outmigration rate and survival of
juveniles, and large-scale squawfish removal programs have been initiated and will he evaluated to
determine changes in smolt survival as related to predator abundance. Attempts to evaluate the
effect of changes in flow or predator control efforts on survival of adults have been unsuccessful.

One of the guiding principles of the Fish and Wildlife Plan is adaptive management, that is,
learning by past actions. Until managers are able to reliably evaluate the effectiveness of their
actions, learning will be slow. Changes in factors associated with downstream survivals can, to
some extent, be evaluated by in-river mark/recapture experiments, and such experiments am
certainly an essential part of any well-designed attempt to evaluate factors such as water.
However, this is not practical given the scale necessary to encompass all hatchery stocks, nor
would such an in-river mark recovery program measure an impact that occurs once the fish leave
the river. Moreover, the collection of this information is relatively recent, providing a short time
series of data for the evaluation of the effect of in-river factors on fish survival. A methodology to
estimate the survival rate of Columbia River salmonids from the time they leave the hatchery or
stream until they are either captured or return to the river as adults will assist managers in Ending
the best strategy to influence survival and thus increase production of recruits  from the Columbia
River. These methodologies could then be used to

1. potentially evaluate survivals in relation to freshwater management actions,
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2. determine systematic time trends in survival, and
3. determine the historic production of adult salmonids from the Columbia River.

The ability to perform the above evaluations would be of enormous benefit to the Fish and Wildlife
Plan-indeed such information must be available to achieve the goal of doubling the run sizes.

A very much underutilized source of information with potential for evaluating the effects of in-river
factors on the survival of outmigrating fish is provided by CWT gxoups. Beginning in the early
197Os, millions of wild and hatchery juvenile salmon have been tagged and subsequently
recaptured at fishing grounds and hatcheries. At the present time, CWTs provide the single most
extensive source of information about salmon survival, distribution, and contribution to fisheries.
Unfortunately, the development of statistical methods for analyzing CWT data has not kept pace
with the accumulation of information. This project explores different statistical methods for
analyzing CWT information on Columbia River salmon and their usefulness to examine the
interconnection between in-river factors and early salmon survival.

1.2. BACKGROUND

A number of research projects have explored the relationship between in-river factors and juvenile
behavior and survival. This chapter enumerates some of their findings.

Raymond (1968,1979,1988)  investigated survival of wild and hatchery stocks and studied the
effects the dams had on the travel time of the outmigrant smolts. Two major findings from his
work were that (1) the wild stocks had higher survival than the hatchery stocks, and (2)
impoundment of water behind the dams slowed outmigration. Thus, water impoundments and
consequent reductions in water velocity were thought to be detrimental to outmigrating salmon.

The direct effect of river discharge on downstream movement of juvenile fry has been the focus of
a number of studies. Park (1969) studied the seasonal changes of outmigrant O-age chinook
salmon in the mid-Columbia River. He observed that before the impoundments were constructed,
the downstream migration occurred at the time of high flows, when the water was turbid. The
dams led to a reduction of the peak flows, and the water became less turbid and wanner. Park
hypothesized that, as a result, predation and disease increased, endangering the existence of the
chinook salmon in the [mid] Columbia River. Raymond (1969) found that the John Day Reservoir
increased the travel time of outmigrant smelts from 14 days to 22 days for that section of the river.
Irvine (1986) found that fluctuating discharge appeared to increase the number of fry moving
downstream provided the water velocity exceeded 25 cm set-*. This study was conducted on
imported stocks in New Zealand. Giorgi et al. (1990) investigated the relation of flow to travel
time of subyearling chinook salmon and were unable to conclude that changes in travel times were
related to changes in flow; however, they did note that fish outmigrating early in the summer had
higher survival to adulthood than those outmigrating later. Bentley and Raymond (1976) found
that for each dam constructed on the Snake River above Ice Harbor the travel time was increased
by over SO%, producing an average delay of 8 days per reservoir. In a later study, Raymond
(1968) estimated juvenile migration rates to be on the order of 40 to 55 km day1 for both free-
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flowing and impounded stretches of the Columbia River at moderate river flows (about 8,500 m3
set-1) and in the range of 24 to 27 km day-* at low flows (about 4,250 m3 sec.‘).

However, the relationship between flow and migration rate for spring chinook salmon is not as
clear as it may first appear. Bentley and Raymond (1976) found migration rates of 8 and 13 km
day-l for both low and moderate flows in the McNary Reservoir, suggesting site-specific effects
on the travel rates independent of the flow. The travel times are also affected by the smolts’
physiological condition (Giorgi et al. 1990).  which is affected by water temperature, which in turn
is a function of the time of the year. Giorgi et al. (1988) also found that the higher the ATPase
levels in juvenile salmon, the more likely they were to be guided away from the power turbines by
screens.

A considerable amount of evidence has been accumulated to show that downriver travel time for
yearling chinook salmon is inversely related to flow. Different investigators have analyzed the
migratory characteristics of subyearling chinook salmon in the Columbia River. Some investi-
gators have shown a significant relationship between flow and travel time, while other studies have
concluded that the relationship does not exist (Sims and Ossiander 1981; Sims and Miller 1982;
Miller and Sims 1983, 1984; Giorgi et al. 1990; Bergren and Filardo, in press). Nevertheless, the
evidence that flow and travel time are inversely related for some species/races is used as a basis for
present in-river water management. The methods we present in the body of the report provide
survival estimates. We believe that such methods applied to fish groups outmigrating during
varying river conditions provide the type of estimation framework necessary to investigate the
relationship between in-river factors and survival.

1.3. OBJECTIVES

The purpose of this study is to develop methodology for analyzing CWT information that can be
used to relate in-river factors (such as flow, temperature, transportation, etc.) to survival of
chinook salmon. We will both examine the currently available data to see what is possible now,
and make recommendations about how best to design CWT tagging programs to make future data
most useful. This report covers Phase I, in which we develop and compare methods for analysis
of survival and provide some examples of their application (See Appendix 1, Objective 1, Tasks
1.1 to 1.4 for more details.).

A further objective was to make a preliminary exploration of the CWT database, searching for
appropriate code groups to analyze and evaluate the different methods. This activity will be fully
developed in Phase II (Appendix 1, Objective 2, Tasks 2.1 to 2.3.). We report some of the
weaknesses and strengths found in the database so far. We have also produced an analysis of the
statistical power to detect a relationship between flow and survival as suggested by the available
information (Appendix 1, pertinent to Task 1.4. and 4.1.). During Phase II, which is currently
underway, we will produce a full data assembly and will perform the statistical analysis to see if
the existing data may be used to relate adult survival to in-river effects (Appendix 1, Objectives 2 to
4).
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1.4. OVERVIEW OF METHODS
Before we provide detailed descriptions of the methods used in the analysis of CWT data, a brief
overview of four approaches to the analysis of these data is appropriate.

1. Comparison of escapements. Escapement data from CWT groups can be used as a
measure of the survival of the CWT group. The obvious problem with this method is that
it does not take account of fishing mortality; thus one group may have a greater percentage
returning to the hatchery simply because it is not fished as intensely.

2. Comparison of total returns. A common method of CWT data analysis is to simply add the
returns of tags to the fisheries and to the escapement. Naturally the tag returns are cor-
rected for the proportion of the catch and escapement that was samples for the tags. The
disadvantage of this method is that some natural mortality takes place between ocean catch
and escapement. This is most important for chinook and steelhead, which are exposed to
ocean fisheries for several years. A CWT group that was fished very hard at young ages
would produce more CWT returns than a stock that faced no ocean fisheries, even if the
two stocks had the same survival.

3. Virtual Population Analysis (VPA). VPA (also known as cohort analysis) is a method for
correcting total returns of tags for natural mortality. VPA was first used on Pacific salmon
by Johnson (1974) and Argue et al. (1983), and is now the method used by the Pacific
Salmon Commission (PSC) for the analysis of chinook salmon data. Two potential
problems exist with VPA in the context of the Columbia River salmon. First, an estimate
of natural mortality must be assumed, and these estimates are very poorly known. Second,
the escapement data is considered one of the weakest links in the data, and VPA builds all
of the estimates of survival on an initial base of the escapement data

4. Generalized Linear Models (GLIM). Green and MacDonald (1987) proposed using
GLJMs for analyzing CWT data. GLJMs are a statistical framework for analyzing CWT
returns that considers the return of CWTs to fisheries and escapements to arise from a log-
linear statistical process that can include survivals, fishing mortalities, and catch sampling.
The potential advantage of GLIMs over VPA is that a GLIM analysis can be performed
without escapement data. Thus if escapement data are thought to be unreliable, the GLIM
may detect changes in survival that would be masked from the VPA by highly variable
escapement data.



2. THE CODED WIRE TAG DATABASE
AND CRITERIA FOR DATA SELECTION

2.1. CODED-WIRE-TAG DATA

Most hatcheries mark some of their fish every year with coded-wire-tags (CWTs),  and many
hatcheries have been using this tagging technique since the early 1970s. The CWT database thus
holds the potential to provide considerable information on how past management action and natural
events have influenced the survival’of Columbia River salmonids.

CWTs are stainless steel, binary-coded tags imbedded in the nose cartilage of juvenile salmon
(Jefferts et al. 1963). Fish from the same group share the same code; therefore the tag identifies
each fish to a specific treatment group from a specific. hatchery or release site. The presence of the
CWT tag is indicated by the removal of the adipose fin in all anadromous salmonids except
steelhead. All hatchery-produced steelhead have the adipose fin removed whether they have a
CWT or not. (XT-tagged  steelhead are identified by removal of a ventral fin. Some juvenile
salmonids from natural spawning have been caught and tagged with CWTs, but the temporal and
spatial coverage is not very extensive. Commercial and recreational catches (often 1040%) of
salmonids are sampled for the presence of CWTs by fisheries management agencies. When adult
fish return to the hatchery, they are also examined for the presence of tags. The CWT information
consists of the number of juvenile salmonids tagged and released at different times and locations,
the recoveries of tagged fish in commercial/recreational fisheries and in the escapement, and the
proportion of the fish in each time-space stratum that was inspected for tags. Additional
information is provided, such as size at release and recapture, and total number of fish released that
are identified with the same treatment as the coded group.

The CWT information originates from various state, federal, and international fishery and wildlife
agencies along the northeastern Pacific Ocean, many of which have their own hatchery facilities.
In the Columbia River basin, about 85 hatcheries and rearing ponds have released C!WT fish at one
time or another. The Pacific States Marine Fisheries Commission (PSMFC!) keeps a permanent
CWT database comprising release and recovery information from all the agencies involved.

The CWT data can be used to examine the impacts of in-river factors on survival, but because the
measure of survival is from time of release until the fish become vulnerable to fisheries, we cannot
use CWT data to directly isolate in-river factors from those affecting the fish in the early ocean
stages. This is both good and bad: It is good because there is concern that downstream passage *
may delay mortality. Fish may be weakened by the downstream trip and die after entering the
ocean. While methods that rely on direct in-river measures of survival would not reflect such
effects of downstream passage, analysis of CWT data would The disadvantage of using CWT
data is the observed overall survival includes ocean survival, which is known to be quite variable.
Thus we must try to detect in-river survival effects against the background of noisy ocean survival.
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2.2. DATA SELECIION CRITERIA

As was already pointed out, CWT data originates from an array of agencies, which use them for
various purposes. The information obtained is sometimes not applicable to exploring the
relationship between early survival and in-river factors. The power of this type of analysis is
greatly affected by the information used. Therefore, a crucial step is the establishment of
appropriate data selection criteria.
We begin by delineating how the ideal data set should look:

1. Groups from hatcheries in the lower and upper river would be included; the lower-river
groups would operate as controls for factors affecting mortality, which are unrelated to
riverine life stages (e.g., early ocean mortality). Groups from various upriver and
downriver hatcheries would be included.

2. The groups selected would have had similar hatchery treatment; individual groups reared
under experimental conditions (e.g., “atypical” time of release or feeding experiments)
would be discarded. These experiments arc expected to affect survival, and therefore, they
would introduce an extra source of variability, possibly masking the effects of in-river
factors on fish survival. The effect of the experiment itself could be tested for significance
if replication over time and within season was available.

3. Many different groups for a particular hatchery and for a specific year would be included.
They would provide replication and, therefore, a way to control for intrinsic variability
within treatments.

4, The release groups would encompass a time series sufficient to cover as.wide a range as
possible of contrasting in-river conditions at the time of outmigration. The existence and
amount of this contrast is the single most important key to success. It is obvious that no
analysis could be made if flows were regulated to be constant over the years.

>. The code groups selected would have releases large enough (in number of tagged
individuals) to provide a significant number of recoveries. Small release groups give a
very distorted (variable) picture of the stntcture of the group’s contribution rates to
fisheries and hatcheries.

The points above are the basic ingredients of any good “experiment,” and will directly affect its
power. They can be synthesized as replication, control, contrast between treatments, and adequate
sample size.

The tagging programs developed by the different agencies have varied goals, such as evaluating the
effects of different hatchery practices on the contribution rates of adult fish to the fisheries. Such
treatment characteristically consist of different time of release and different diets. Groups raised
under standard hatchery practices (known as production groups) are also tagged; these are the
preferred groups. Unfortunately, not all hatcheries tag production groups every year, and very
few hatcheries release truly replicated code groups., Additionally, there are few long- established
hatcheries in the upper Columbia and Snake river basins, and very few provide a significantly long
time series of releases. The lower Columbia hatcheries have specialized in fall chinook salmon,
while upper Columbia and Snake river hatcheries tend to rear spring chinook salmon. Since 1982,
some hatcheries began to tag production groups considered characteristic stocks for the region,
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called ‘index’ groups (e.g., Cowlitt and Priest Rapids hatcheries). At present, they do not offer a
time series of recoveries sufficient to have a great impact in the exploration of the relationship
between survival and in-river factors, but they will provide crucial information in the future. These
weaknesses compromise the degree of replication and control provided by the CWT database.

Another problem found in the database is that many release groups consist of few individuals.
Low release numbers (40,000)  provide a very distorted picture of the contribution rate of a group
to the different recovery strata (e.g., Snake River spring chinook salmon).

Yet another problem found is the reduced amount of contrast provided by the time series of flows
at different dams. Figure 2.1 shows the time series of average daily flow at Priest Rapids and
John Day dams during the months of June and July, when juvenile fall chinook salmon are
migrating out of the river. While a good contrast of flows is available for the 197Os, the amount of
variability decreased during the 1980s (Figure 2.1) and is likely to continue low into the 1990s.
Early evidence for a decreased survival at low flows led to negotiations between the energy pro-
duction and the fisheries agencies over the spring water budget. One implication of this action is a
loss of statistical power to test for the significance of flow as a factor affecting salmon survival,
presumably because the variation in flow would be reduced.

One of the main tasks of Phase I of this project was to develop the selection criteria and to extract
some groups of codes that could allow us to apply the different methods (see Appendix 2 for
description of all the groups that were explored). By far the best time series of fall chinook salmon
comes from the Priest Rapids Hatchery releases, which extend through the 1970s to the present,
providing replication and large releases together with high recovery rates. Downriver fall chinook
salmon releases are well represented by various hatcheries (e.g., Cowlitz and Abernathy). Upriver
spring chinook salmon releases have very low contribution rates and recoveries are rare (e.g.,
Rapids River). A few groups of summer chinook are available from upper Columbia (e.g., Wells
Channel, Winthrop)

One of the main tasks in Phase II (Appendix 1, Objective 2) is to extend the number of groups to
be considered by incorporating experimental groups where the specific experiment did not
significantly affect mortality.
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Figure 2.1. Time series of average daily flow during June and July and corresponding running
variance at Riest Rapids Dam and John Day Dam.



3. VIRTUAL POPULATION ANALYSIS

3.1. Mmom~oG~
Virtual Population Analysis (VPA; Gulland 1965, Pope 1972) is a technique for estimating fishing
mortality and population size at a specific age given an estimate of natural mortality and information
on catch at age. The Chinook Technical Committee of the Canada/United States Salmon Treaty has
adapted this technique for chinook salmon and it has become the primary stock assessment
technique for managing this species, VPA consists of a backward reconstruction of the ‘cohorts’
or ‘generations’; beginning with the spawning escapement in the oldest age group (for most
chinook stocks this is age 5 or 6). The terminal catch is then added to the spawning escapement
for the same age group. The total is then expanded by an estimated (usually assumed) natural
mortality. Subsequent cohort sizes are calculated in the same way, always adding in the cohort
size of the next older age group. The basic equation representing this procedure is

Cohort (a) =
L catch (f,a) + escapement (a) + cohort (a+l)

l-M(a)

where a = age,
f = fishery, and
M = estimate of the natural mortality rate at age a.

(3.1)

Once the population at age a is obtained, the ratio between it and the release size gives an estimate
of the survival up to age a:

Survival (a) = m. (3.2)

These estimates of survival at a given age a for different cohorts can then be related to in-river
factors such as flow during the outmigration.

This procedure is straightforward, except for estimating the catch where some extra fishing-
induced mortality occurs. Many fisheries have a minimum size limit that directs fishermen to
release sub-legal fish (called ‘shakers’), some of which presumably die. Since these fish are never
reported, the result is an underestimation of the fishing mortality and of the population size.

The Chinook Technical timmittee (CTC) has developed a procedure to correct for this bias based
on estimates of the proportion that is ‘vulnerable’ by age and fishery (PV(fish,age), subsequently
called PV(f,a)),  which is an estimate of the proportion of the population at a specific age above the
minimum size limit for that fishery. A simple way to correct the catch would be to expand it by the
following PVs:

TotFishMort(f,a) = (f,a)catchPV(f a) .* (3.3)
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However, for some strata (fish,age) there is no catch reported, but presumably there is ‘shaker’
by-catch and mortality. The CTC method allows us to iteratively estimate this ‘shaker’ mortality in
the following way. Let N(age a) be the number of fish at age a; then the number of small sub-legal
fish for all ages (NNV(f’)) is

NNV(f) = i N(a,f) * (I-PV(f,a)) (3.4)

and the number of vulnerable fish (all ages, NV(f)) is

NV(f) = d N(a,f) * (PV(f,a)). (3.5)

We can then calculate the proportion of sub-legal fish of all ages that encounter the fishery (ER) as:

ER(f) = NNV(o
NW ’ (3.6)

The estimated number of fish that are shaken and die for all ages in the fishery is then:

Shak(f) = catch(f) * ER(f) * (l-Sun@)) (3.7)

where Surv(fish) = the survival of the freed fish.

An estimate of the number of dead shakers by age and fishery can be derived from the previous
two equations:

Shak(f,a) = shak(f) * * (1 - Wf))
NNW (3.8)

This series of equations provides a way to iteratively estimate the number of shakers at age in the
fisheries and include them in the catch. Equations (1). (4), (5). (6), (7) and (8) are performed
iteratively until the cohort sizes at age stabilize. The procedure above assumes that different stocks
contribute at the same rate to incidental mortality in each given fishery-age combination.

3.2. EXAMPLES

The following data (Table 3.1) are extracted from CWT information. They refer to 152,412 tagged
fall chinook released in July 1976 from Priest Rapids hatchery (code 13- 12-02, brood year 1975;
more details about this and other code groups are given in Appendix 2). Table 3.2 demonstrates
the results of applying equation (3.1) to the data in Table 3.1 beginning with age 6 and repeating
the application up to age 2.
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Table 3.1. Age, catch, escapement and natural mortality of tagged fall chinook released in July
1976 from Priest Rapids hatchery (code 13-12-02, brood year 1975).

Age Catch bcapement Natural mortahty

2 49.60 139.26 0.4
3 849.42 87.11 0.3
4 1562.54 339.54 0.2
5 254.35 109.97 0.1
6 2.71 0 0.1

Table 3.2. Age, population size, and survival estimates derived from the application of equation
3.1 to the data set contained in Table 3.1.

Age Population size
Survival

(Pop/Rel.  size)

2 9420 0.06181
3 5464 0.03585
4 2888 0.01895
5 408 0.00268
6 3 o.OOOo2

This is a simple example in which the ‘shaker’ mortality was not taken into account. There are two
lines of arguments supporting the above-defined procedure. Fist, such a procedure is still valid if
we assume that the rate of incidental mortality for all groups considered is the same; in this case the
survival estimates at age 2 must be considered as relative survival rates and ate still useful for
comparisons among groups. Second, there is recent evidence (R. Hilbom, Univ. Washington,
personal observation) indicating that the survival of caught and freed sub-legal fish is much higher
than initial data suggested.

When the survival at age 2 for this group (0.0618 1) is compared with the survival of groups
belonging to other brood years, we expect the survival differences (if any) to be explained in part
by the effect of in-river factors encountered by the smelts during outmigration. Table 3.3 contains
(1) the survival at age 2 estimated by VPA for 21 code groups for Priest Rapids fall chinook
salmon (including the one above) belonging to brood years 75-85, (2) the date of release, and (3)
daily average flow in the month following the release of the fish.

The relationship between the survivals at age 2 and the average daily flows during the first month
of the outmigration are shown in Figure 3.1. There is a large dispersion of the data, and the
relationship between flow and survival is not significant (P-O.21 1 for Priest Rapids flow data).
However, some positive signals can be taken from these data. The survival estimates for different
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Table 3.3. Fall chinook salmon CWT groups, brood year, survival to age 2, date of release, and
average daily flow at three dams used in the analysis of survival and flow.

Da& of release flow
Code Br. Yr. Surv From To Priest R. McNary John Day

131202 238.15 237.61
131101 238.15 237.61
631662 100.55 102.46
631741 214.73 220.58
632017 141.05 142.13
631958 141.05 142.13
63 1957 141.05 142.13
631821 220.55 231.56
631948 281.82 284.84
632261 312.96 331.17
632155 288.03 295.89
632456 342.65 361.11
632252 367.02 383.64
632612 217.04 221.31
632611 324.47 339.39
632860 305.09 313.42
632859 305.09 313.42
632848 305.09 313.42
633222 142.41 142.56
63322 1 142.41 142.56
634102 0 . 0 0 4 6  06/86 108.15 169.27 170.47

75
75
76
77
78
78
78
78
79
80
80
81
81
82
82
83
83
83
84
84
85

0 . 0 6 1 8  07/76
0 . 0 5 0 1  07/76
0 . 0 2 2 4  06/77
0 . 0 1 2 8  06/18
0 . 0 0 1 6  06/79
0 . 0 0 2 9  06/79
0 . 0 0 3 6  06/79
0 . 0 1 9 6  05/79
0.0 139 05/80
0.0337 05/8 1
0 . 0 1 4 0  06/81
0 . 0 2 6 1  05/82
0.0 160 05/82
0 . 0 6 9 0  06/83
0 . 0 2 1 7  05/83
0 . 0 3 8 4  06/84
0 . 0 4 4 2  06/84
0 . 0 4 8 7  06/84
0 . 0 3 8 8  06/85
0 . 0 3 6 3  06/85

196.71
196.71
73.24

122.59
90.78
90.78
90.78

119.85
06/80 168.83

203.91
221.84
197.80

06/82 209.10
117.19
168.71
157.31
157.31
157.31
98.91
98.91

groups released at the same time are very similar. This suggests that some other factors associated
with the brood year, and not only random noise associated with the survival estimation procedure,
are responsible for the observed dispersion of the data. We plan to refine this analysis in three
ways: (1) Include some other in-river factors that may be important in determining the survival
during outmigration (e.g., temperature, predator densities, transportation systems); (2) include
.downriver stocks in the analysis to serve as controls; and (3) extend the analysis to consider
migration timing for different stocks as a basis for selecting flow, specific dam, and time period.
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Figure 3.1. Estimated suwival fiwn release to age 2 (from VPA) of Priest Rapids fall chinook
salmon plotted against average daily flow during the outmigration period at Priest
Rapids Dam. Numbers indicate brood year.



4. CONFIDENCE LIMITS FOR SURVIVAL ESTIMATES
FROM VIRTUAL POPULATION ANALYSIS

4.1. METHODOLOGY

VPA is a reconstruction of the cohort and not an estimation procedure based on an underlying
probability model. Therefore, it does not provide a variance for the estimates of population size
and survival. When comparing the survival of different stocks, or among different years, sites, or
flow regimes, we should obtain confidence intervals of the estimates to test for the significance of
an observed difference.

Two sources of error will produce variability in the estimates of population size at age: (1) The
population size will be affected by changes in natural mortality and escapement rate between years
(process error); (2) the information used for producing the estimate of the population size at age
(i.e., release size, catch-at-age, sampling fractions, natural mortality, and escapement) is measured
with some error (measurement error) and will affect the estimated population size. A measure of
the variance in the estimate due both to process and rneawement error can be derived by a Monte
Carlo simulation procedure. Given estimates for meuswement error (e.g., variance in the
escapement counts or in release counts),,and  given a model for the process error (e.g., multinomial
or Poisson occurrences of fish over space, binomial probability of survival), we can numerically
simulate the process of release and recovery of tagged fish. After generating n replicates of tag
recoveries in this fashion, we estimate n population sizes at age by applying VPA to each data set.
A Monte Carlo variance estimate is then provided by the variance among replicates.

4.2. EXAMPLES

This procedure was applied to the same data given in Table 3.1 (code 13-12-02, 152,412 fish
released). Process error was included by considering the occurrences of unexpanded tags per time-
space strata (year-state) as Poisson random variables. Log-normal measurement errors were added
to the unexpanded counts (C.V. 0. l), to the sampling fractions (C-V. O.l), to the escapement
counts (C.V. 0.1). and to the release size (C.V. 0.1). The resulting population size, survival, and
corresponding variance and empirical confidence limits for 100 iterations are given in Tables 4.1
and 4.2

4.3. MEASUREMENT ERRORS IN CWT INFORMATION

The main difficulty in using the Monte Carlo approach to obtain variances for the survival estimates
lies in deciding the magnitude of the process and measurement sources of error. Our task is then to
separate the sources of etror for a given data set. One approach is to assume process error but no
measurement error. This is unrealistic since measurement error is known to exist. A second
approach is to assume some structure for the process error (e.g., based on data sets with little
measurement error) and estimate the measurement error by assuming that it produces all the over-
dispersion observed. A third and more direct approach consists of obtaining independent
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Table 4.1. Results of the Monte Carlo simulation procedure showing population size and variance
for each age.

. .C o n f i d e n c e
Age Population size Variance C.V. Limit 1 Limit 2

2 9420 3207277.50 0.19 7346.24 13526.27
3 5464 1148112.50 0.20 4143.28 7893.37
4 2888 461861.16 0.24 2052.67 4462.62
5 408 17363.91 0.32 223.99 669.90
6 3 17.04 1.38 0.00 11.47

Table 4.2. Results of the Monte Carlo simulation procedure showing survival estimates and
variance for each age.

Age Survival Variance C.V.
Confidence limits

Limit 1 Limit 2

2 0.06181 0.00081025 0.46 0.0392520 0.1477274
3 0.03585 0.00027712 0.46 0.0227333 0.0864311
4 0.01895 0.00008541 0.49 0.0098915 0.0453274
5 0.00268 O.OOOOO132 0.43 0.0014178 0.0055754
6 o.oOOO2 o.ooooOooo 0.00 O.OOOOOOO 0.0000843

information about measurement errors. Field data consisting of repeated measurements of escape-
ment, release size and counts of tags in the catch provide this type of information. When this
information is not available for a specific stock, cautious application of information from other
stocks is required Upper bounds for the variance can always be derived by using the highest
measurement errors observed for any stock. Schnute et al. (1990) applied an “error-in variables”
model and found that the hatchery estimates of survival in British Columbia for coho and chinook
based on CWT are 22% lower than counting estimates. We are in the process of compiling
information concerning the magnitude of these errors, and three examples of our findings are given
below.

4.4. EXAMPLES

Example 1. The Washington Department of Fisheries (WDF) has tested the reliability of the
traditional bookkeeping method of counting the number of fish released from specific ponds at
different hatcheries in different years. The experiments consisted of comparing the traditional



Chapter 4 / 17

counts with those obtained with an automatic counter (Tables 4.3). The counter measurements are
considered unbiased and precise.
Example 2. WDF has used the automatic counter to evaluate fish predation and compared the
results with the bookkeeping method at the Puyallup hatchery. The difference between the results
of the bookkeeping and the counter methods were interpreted as losses to bird predation (Table
4.4).
Example 3. The efficiency of observers at detecting marks on fish returning to Lower Fraser
Valley in 1988 is shown in Table 4.5.

Table 4.3. Estimated numbers of fall chinook salmon, from bookkeeping and counters methods,
released from Grays River, Kalama Falls, Klickitat and Elokomin hatcheries by brood
year. (Source: A. Appleby, Washington Department of Fisheries.)

Hatcherv
Brood

VC?iU Bookkeening Counter Error (%)

Grays R 83 79,109 74,579 6.07
I* 84 127,200 127,200 0.00
II 85 128,047 128,100 -0.04

Kalama F 83 169,310 167,003 1.38
II 84 151,500 135,095 12.41
II 85 149,000 140,200 6.28

Klickitat 83 1,286,100 1.184.988 8.53
11 84 I,41 1,400 1,170,425 20.59
I, 85 1,387,900 1,223,308 13.45

Elokomin 83 1,722,OOO 1,714,OOO 0.47
1, 84 1,738,500 1,737,794 0.04
I, 85 830,100 75 1,540 10.45

Table 4.4. Results of the experiment to estimate losses due to bird predation from the Puyallup
Hatchery by brood year. (Source: A. Appleby, Washington Department of Fisheries.)

Brood year Bookkeeping Counter Losses

81 767,000 647,266 15.6%
82 738,300 558,120 24.4%
83 848,000 772,934 8.8%
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Table 4.5. Experimental results of detecting marked fish returning to the lower Fraser Valley,
listed by hatchery and species. (Source: K. Wilson, Canada Dept. Fisheries and
Oceans, British Columbia.)

Hatchery Species Days Pieces Detected Undetected Missing

Inch Creek Coho 11 1,684 247 4 1.6%
II Chum 12 5,752 39 3 7.7%

Chehalis Coho 18 4,363 237 27 11.4%
I, Chum 11 7.7 14 196 43 21.9%

Chilliwack Coho 12 20,476 773 121 15.7%

4.5. THE EFFECT OF PROCESS AND MEASUREMENT ERRORS ON
SURVIVAL ESTIMATES

The CIC time series of survival estimates for several stocks in the Northwest Pacific coast
provides a maximum bound for the variances of the estimates of survival due to process error and
measurement errors. Table 4.6 summarizes the available information for Columbia River chinook
salmon stocks.

A simulation using the methods described in the chapter on confidence bounds for VPA enables us
to investigate how much process and measurement error is required to produce survival estimates
similar to those actually observed. This type of analysis allows us to derive upper bounds for the
different sources of errors. This is a particularly important analysis given the skepticism that some
people working with CWT data express about its reliability. For our analysis, we generated 100
replicates of mark-recapture data sets for a chinook type life history and for different levels of
measurement error. The process error was assumed to be distributed as a negative binomial; that is,
the number of tag occurrences in each space-time strata was assumed to have a negative binomial
distribution. Measurement error was added to the (1) number of tags detected in the sample for
each strata, (2) sampling fraction, (3) escapement rate, and (4) release size. For each data set
generated in this way, a VPA was performed and an estimate of the survival at age 2 obtained. The
results are summarized in Table 4.7.

A number of interesting conclusions can be drawn from these results. First, the estimates of
survival are particularly sensitive to measurement errors in the release size. This sensitivity to the
different sources of information provides guidelines for improvements in the collection of
information. Second, considering that the time series of survivals presumably contains some extra
process error (i.e., interannual variation due to changing environments, such as in-river flow) and
some measurement error associated with the estimation of fishing-induced mortality, it can be
concluded that the variance estimates obtained from the simulations at moderate levels of measure-
ment error are comparable to those in the observed data. This indicates that the measurement error
in the currently available information may not be as large as is commonly assumed
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Table 4.6. Survival estimates, variance, and coefficient of variation, for Columbia River chinook
salmon (calculated from CTC data).

Stock
Mean survival

at age 2 Variance
Coefficient
of variation

Bonneville tules 0.0280 0.027 1 0.59
Stayton tules 0.0700 0.4700 0.98
Upriver brights 0.1190 1.8900 1.16
Lewis River wild 0.0350 0.0800 0.80
Columbia River summer 0.0029 0.0005 0.80
Cowlitz tules 0.0280 0.0700 0.93
Spring Creek 0.0730 0.3800 0.84

Table 4.7. Results of a VPA simulation to estimate process and measurement error associated with
survival estimates for different levels of measurement errors.

Measurement error (C.V.) Survival estimates
Counts Fraction Escapement Release Mean S.D. C.V.

0.0 0.0 0.0 0.0 0.050 0.0019 0.038
0.5 0.1 0.1 0.1 0.050 0.0062 0.124
0.1 0.5 0.1 0.1 0.056 0.0069 0.125
0.1 0.1 0.5 0.1 0.050 0.0090 0.180
0.1 0.1 0.1 0.5 0.064 0.0356 0.554
0 . 2 0.2 0 . 2 0.2 0.052 0.0011 0.215
0.3 0.3 0.3 0.3 0.056 0.0180 0.324
0 . 4 0.4 0 . 4 0 . 4 0.06 1 0.0264 0.434
0.5 0.5 0.5 0.5 0.069 0.0374 0.545
0 . 8 0.8 0 . 8 0.8 0.117 0.1062 0.905
1.0 1.0 1.0 1.0 0.212 0.253 1 1.195

_.-.



5. GENERAL LOG LINEAR MODELS

5.1. METHODOLOGY

As an alternative to the Virtual Population Analysis (VPA)-Monte Carlo simulation procedure, log-
linear models allow us to analyze the number of fish recaptured in terms of such factors as brood
year, age, group, areas (whether state, fishery, region, or management statistical area), time of
release, and a number of continuous variables such as flow, size at release, etc. (Green and
MacDonald 1987, Cormack and Skalski 1992). One of the advantages of the general linear model
over VPA is that it can be performed by using partial information. With VPA, all sources of loss
must to be taken into account; in contrast, the general linear model approach can be performed on
catch data alone, excluding escapement data if they are considered inaccurate. Moreover, only the
catch in some areas may be considered, excluding sport catches, which are always poorly
estimated.

The model representing the occurrence of tags over space and time is:

E(nij) = Ri fj 8ij (5.1)

where i = group,
j = time-space strata,
E(nij) = expected number of tags of group i recovered in strata j,
Ri = release size of group i,
fj = sampling fraction at strata j, and
eij = probability that a fish with code i contributes to catch j.

This probability is usually called the contribution rate and is a function of the survival, distribution,
fishing effort, and vulnerability. A statistical model for distribution is needed to estimate Bij and
test whether it differs significantly among groups, areas, age, etc. A natural choice for the distri-
bution of nij is the Poisson distribution, considering that it is discrete and the probability of
occurrence per stratum is low. For fitting purposes, equation (5.1) can be rewritten as a log-linear
model:

loge (E(Q) = loge (Ri fj> + lo& (6ij) (5.2)

where log(&j) can be further partitioned as an additive factorial model including all factors under
scrutiny, such as code, group, area, age, time, etc. The model fitting can be done using commer-
cial software (such as Generalized Linear Models [GLIM], Royal Statistical Society), which allows
the fit of alternative models by iteratively re-weighted least squares, and then comparison of
alternative models by examination of the differences in the deviance. This procedure is analogous
to the stepwise comparison of sum of squares in the analysis of variance. The deviance is a
measure of the discrepancy of a fit in the same way that the residual sum of squares is for an
ANOVA and is defined as:



deviance = -2(l(p;y) - l(Y ;Y))
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(5.3)

where 1Q.t;~) = the likelihood of the model under consideration, and
l(y;y) = the likelihood of the full model.

The deviance for a Poisson distribution is:
i

deviance = 2 z (yj log,

The deviance, as well as the change in deviance from one model to other, is distributed asymp
totically as a &i-square random variable, providing a reference distribution that allows for
assessment of the merits of alternative models.

The use of a Poisson distribution assumes equality between the mean and the variance:

62 = p. (5.5)

However, preliminary analysis of typical coded-wire-tag (CWT) data sets suggests that the
assumption of a Poisson variance structure may not be realistic since over-dispersion is generally
observed. In this case, the Poisson assumption can be relaxed for one of proportionality between
mean and variance:

02 = ab. (5.6)

This error stxuctuxe can be used within GLIM and provides a more realistic approximation to
cluster distributions, such as a negative binomial where the mean and variance are related as

oz=py. (5.7)

Ideally the analysis should include (1) stocks from downriver hatcheries that presumably are
unaffected by water conditions above Bonneville Dam (upriver) such as temperature or flow, and
(2) stocks from upriver hatcheries where survival is more likely affected by these conditions.
Inclusion of downriver hatcheries allows for control of factors associated with particular years
independent of upriver conditions, such as early marine survival. Several groups per hatchery
should be included to minimize the effects of in-hatchery variability arising from the specific
rearing or release conditions of a particular group of fish; also, several brood years exposed to as
wide a range of conditions as possible should be included to increase the likelihood of detecting an
effect. A model is then fit to these data that includes the following factors: hatchery, brood year,
time of release, age, and area (or fishery). However, the factors considered will depend on the
type of information available. Plow and other in-river factors can be included in the analysis in
different ways. Two examples are provided as illustrations.
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5.2. EXAMPLES

Example 1. Seven groups of CWT fall chinook salmon from Priest Rapids Hatchery, correspond-
ing to seven consecutive brood years (76-82), were analyzed. The tag recoveries were pooled by
age, area, and season (semesters in the calendar year). Appendix 2 shows the data set in the format
used within GLIM and Appendix 1.1 contains additional information about the code groups
considered. Alternative models were then fitted to the recovery data to test the significance of the
different categorical factors under consideration: brood year, age, area, season, and corresponding
interactions. Table 5.1 shows the analysis of deviance, analogous to the stepwise  procedure used
in multiple regression. This process consists of a series of pairwise comparisons between models
of increasing complexity and leads to select the model that best represents the data. Appendix 4
shows the complete GLIM procedure for fitting this model.

From this procedure, a model including brood year;age,  season, area, and the interactions age-
area, season-area, brood year-area, and brood year-season, is selected. A biological interpretation
of this model is attempted Table 5.2.

If we assume that the level of exploitation for each brood year analyzed was similar, then the
“brood year” effect tells us something about its relative abundance and therefore something about
its early survival. Given these assumptions, we can use the brood year estimates for the model
fitted above (contained as a result of the fitting procedure in Appendix 3) as surrogates of initial
mortality for the different brood years; we can then attempt to relate them to the flow at the time of
the outmigration. Because of the paramaterization within GLIM, these estimates represent the
additive effect (in the log scale) of each one of the brood years over a specific brood year taken as
the standard, in this case 1976. Figure 5.1 shows a plot of these estimates (standard brood year
estimate + brood year estimate) against the average daily flow at Priest Rapids hatchery in June and
August of the corresponding year of outmigration.

Table 5.1. Results of the analysis of deviance procedure applied to the Priest Rapids Hatchery fall
chinook salmon data. For deviance, see eq. 5.3; scale factor is an estimate of (a) in eq.
5.6.

Factor Deviance D.F. Scale factor Change dev. Change d.f. 95% sig. level

none 2485.2 143 17.38
+brood year 2257 .O 137 16.47
+season 1849.0 136 13.60
+age 1168.8 133 8.79
+area 1006.0 130 7.74
+age.area 870.3 121 7.19
+season.area 631.7 118 5.35
+season.age 597.96 115 5.20
+broodarea 420.26 100 4.20

-228.2 -6
-408 .O -1
-680.1 -3
-162.81 -3
-135.73 -9
-238.6 -3

-33.7 1 -3
-211.4 --18

Y
Y
Y
Y
Y
Y
N
Y

+brood.age 298.47 82 3.64 -121.79 -18 Y
+brood.season 270.63 76 3.56 27.84 -6 N
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Table 5.2. Biological interpretation of log-linear model.

Effect Indication

Brood year effect

Season effect

Age effect

Area effect

The level of tag occurrence in the catch for the brood years is
different, suggesting that either the vulnerability of the groups was
different, fishing pressure changed over time, or tagged fish were
differentially abundant due to differential mortality in life history
stages prior to entry into the fishery.

This is attributed to a more conspicuous occurrence of tags in the
second semester of the year.

Some ages are more vulnerable than others

Catches are higher (e.g., fish are more abundant) in some regions
than in others

Age-area interaction

Season-area interaction

Brood year-area

Occurrence over space varies with age, which is expected if
migration occurs
suggests that this effect can be detected in even shorter time intervals

A differential use of space by each brood year exists

Brood year-age Brood years were differentially abundant over time

Example 2. The previous analysis had two notable shortcomings: (1) only a single hatchery was
analyzed, which is a problem if the differences observed among brood years are due to factors
unrelated to in-river stages (e.g., early marine survival); and (2) tag recoveries for each brood year

will be affected by varying levels of exploitation over time. In an attempt to control these types of
effects, we analyzed a more extensive data set, which includes Priest Rapids hatchery groups
(brood years 78-81) together with code groups from downriver hatcheries (Abernathy, Bonneville,
Spring Creek and Cowl@. Appendix 5 shows the data set in the format used within GLIM and
Appendix 1.1 contains additional information about the code groups considered. The categorical
factors explored were brood year, year of recapture, age, area, and hatchery. The inclusion of
downriver hatcheries was expected to control for factors that are associated with the brood year and
are common to all the stocks in the river. The inclusion of a year effect allows control for varying
levels of exploitation. Appendix 6 contains a transcript of the GLIM session, essentially similar to
that shown for the previous example. Table 5.3 shows the results of the model selection
procedure.’

The stepwise procedure of model selection can be initiated with an intermediate model and then
tested for the significance of the included factors by analyzing the change in deviance as each factor
is excluded. This procedure is equivalent to that used in the previous example. The model selected
includes all the main effects, which suggests differences in the rates of tag recapture among
hatcheries, years, brood years, and ages. If the interaction terms are significant, then:
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1. there is differential distribution at age (age-area),
2. there is a differential distribution of catches by area in different years (year-area),
3. fish from different hatcheries have different spatial distributions (hatcheries-area),
4. stocks from different hatcheries have different age distributions, and
5. in different years the representation of fish from different hatcheries varies (hatcheries-

3-W.
In this example, an estimate which could be used as a “surrogate” for in-river mortality

does not exist for the Priest Rapids groups. However, we can do a somewhat more indirect
exploration of the relationship between flow and survival by looking for correlations from the
previous fitting (unexplained variability) with flow. Figure 5.2 shows a plot of the residuals
corresponding to Priest Rapids hatchery groups against the corresponding mean daily flow at the
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Figure 5.1. Estimated relative survivals from release to age 2 (f&n GLIM) of seven Priest Rapids
fall chinook salmon code groups plotted against average daily flow in June at the year
of outmigration at Priest Rapids Dam. Numbers indicate brood year.
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Table 5.3. Results of the analysis of deviance procedure applied to fall chinook salmon data from
Priest Rapids, Abernathy, Bonneville, Spring Creek and Cowlitz hatcheries. Scale
factor is a measure of the observed over-dispersion, calculated as the ratio between the
residual variance and the expected counts by strata.

Factor
95%

Deviance D.F. Scale factor Change dev. Change d.f. sig. level

hat+age+area+year 43 18.0 348 12.41
-hat 4974.8 352 14.13 +657.0 +4 Y
-age 5068.7 349 14.52 +75 1 .o +I Y
-area 6538.0 351 18.63 +2220.0 +3 Y
-year 4786.1 351 13.64 +468.0 +3 Y
+age area 3874.9 345 11.23 -443.0 -3 Y
+year.area 3285.9 337 9.75 -589.0 -8 Y
+year.age 3252.0 335 9.71 -34.0 -2 N
+hat.area 2382.0 325 7.33 -903.9 -12 Y
+hat.age 1730.2 321 5.39 -651.9 -4 Y

time of outmigration. The residuals from the model are in expected recovery units. Single points
represent the difference between the observed recovery in the time-area stratum and the expected
recovery from a model, including hatchery, brood year, and age effects plus interactions. Negative
residuals, then, result from lower occurrences than those expected by the model. s

Figure 5.2 shows what appears to be a low occurrence of tags for groups outmigrating at low flow
levels, but no relationship is evident at higher flow levels. Residuals corresponding to early and
late release groups appear dissimilar, with early release groups showing consistently higher
representations in the catches (i.e., higher contribution rates) and, therefore, possibly’higher
survival. The next logical step would be to include time of release as a new variable and test for its
significance.



26 I Chapter 5

t

78 u-1

t
0
l

l

78 (El
0 19 6)

0

0 . i(L)

80 (W
0

: 81 (El

Figure 5.2. Residuals from fitting a log-linear model to Priest Rapids fall chinook recovery data
plotted against daily average flow at Priest Rapids Dam at the time of outmigration.
Numbers indicate brood yeaq E and L indicate early and late releases. Each residua
is generated from the model fit for each space-time recovery component of each CWT
group. Therefore, the number of residuals depends on the number of areas and ages
of each CWT group at recapture.

0
:

:
0

l

l 0

I

i

l
l

l

l 81  (u

� 8 ll

100 150 200 250 300
Avango  daily  flow rt Prkst RapI& [km (l&s)



6. POWER ANALYSIS

6.1. MOTIVATION

Before proceeding on to Phase II, we want to maximize the likelihood of detecting a relationship
between in-river factors and survival. This chapter examines the power of the statistical tests we
will employ in Phase II by analyzing simulated (manufactured) data.

In Phase XT, we will examine many possible factors that may impact survival, including in-river
flow. Figure 3.1 shows the relationship between survival estimates of CWT groups and flow. In
this particular case, the groups are from the Priest Rapids Hatchery and flow at the Priest Rapids
Dam, but this figure is typical of the type of data we expect to examine during Phase II. We want
to know if survival increases as flow increases. The simplest statistic is to compute a least squares
regression through the data and determine the estimated slope of the line and the likelihood that the
slope is significantly different from zero.

In the language of statistics, the null hypothesis is that the slope is zero; the working hypothesis is
that the slope is non-zero. In statistical tests of hypotheses, we normally define an alpha (a) level
as the probability of rejecting the null hypothesis if it is true, such as a = 0.05 or a = 0.1. Thus
there is a 5% or 10% chance of determining a non-zero slope when the slope is really zero. This is
the so-called Type I error, the probability of rejecting the null hypothesis when, in fact, it is true.
The other type of error in hypothesis testing, the Type II error, is the probability of accepting the
null hypothesis when, in fact, it is false. In the context of flow/survival testing, this would be
rejecting a relationship between flow and survival when there was one.

Power is one minus the probability of making a Type II error. A powerful test is one that has a
high probability of rejecting the null hypothesis when it is false. In examining the flow/survival
relationship, we need to know the likelihood of detecting an existing relationship.

The statistical analysis in Phase II will be much more extensive and detailed than this type of
simple linear regression; nevertheless, the test of hypothesis and the associated power of this test is
a good indication of the overall power of any attempt to examine flow/survival relationships.

6.2. METHODOLOGY

The power of a linear regression depends upon (1) the alpha level chosen, (2) the strength of the
relationship between the dependent and independent variables (e.g., survival and flow) (the
steepness of the line), (3) the amount of variation in flow seen in the data, (4) the amount of
variability in survival not explained by flow, and (5) the number of data points available. If we
have a linear regression of the form:

Yi=pO+fhXi+ei. (6.1)

The test for significance of the estimated slope (bl) is based on the following statistic:
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t

which is distributed as t(n-2). where n is the number of data points and

2(X -K)Yi

b1=j=&Xi-9

i = l

and

(6.3)

(6.4)

The five factors mentioned previously show up in equations 6.1 through 6.4 as follows: (1) the a
level chosen determines the probability level at which t will be significant; (2) the strength of the
relationship between x and y is the real value of the slope, pl, and the larger pl the greater the
expected value of bl; (3) the amount of variation in the flow data is given by the term (xi-E) in
equations 6.3 and 6.4; (4) the amount of variation in survival due to factors other than flow shows
up in the numerator of equation 6.4, which is the ‘residual’ variation; and (5) the number of data
points, n, affects the significance level of the t statistic.

Of these five factors, three are known or determined by the analysis. We select ol; if we make a
small (e.g., from 0.1 to 0.05). then the power of the test decreases. We know how many data
points we have available; this will increase as years and data accumulate, but in general we are
dealing with about 15 data points. Finally, we know how much historical variation we have seen
in flow. As 6 rough guide, the flow at Priest Rapids dam has been more or less uniformly
distributed between 100 and 300 thousand cubic feet per second (kcfs).

Two of the five factors are unknown or difficult to determine: (1) the real slope of the flow/
survival relationship, and (2) and the amount of unexplained variation about this relationship. We
will see later that we do have some information about the unexplained variation, but for our initial
analysis we determine the power of the regression test given a specific a level, 15 data points, with
flow uniformly distributed between 100 and 300 kcfs (which is comparable to Priest Rapids data),
and for a range of values for real slope and unexplained variation.
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Our methodology was to employ Monte-Carlo simulation. For any specific set of parameters, we
generated 100 simulated data sets, and then examined how many times out of the 100 trials the
slope was significantly different from zero. The x values for each data set were generated using
the following equation:

Xi = 100 + 2oOU, (6.5)

where U = a uniform random number between zero and one.

The y values were generated from the following equation:

yi = S f b (Xi - 200) + CJN), (6.6)

where s = the expected survival at 200 kcfs (assumed 0.7%).
b = the slope of the flow/survival relationship,
a = standard deviation of the unexplained variation, and
N = a random number with a mean of zero and a standard deviation of 1.0.

From each simulated data set, 15 data points were generated, (i goes from 1 to 15). These 15 data
points were then passed to a linear regression package, which determined the value oft. This
process was repeated 100 times for each value of b and s.

6.3. RESULTS

Figure 6.1 shows simulated sets of data with a small variance (0.1 coefficient of variation =
(MSEtn)/mean flow) and where survival is 0.5% at 100 kcfs and 1% at 300 kcfs. This corre-
sponds to a 50% increase in survival from average flow (200 kcfs) to high flow (300 kcfs). The
relationship between flow and survival in this example is clear. In contrast, Figure 6.2 shows a
simulation with a steep slope but high variance. In this case, the relationship between flow and
survival is not clear. These figures illustrate that detecting the flow/survival relationship is easier
when variance is low or the slope of the relationship is high.

In order to thoroughly examine the probability of detecting the flow/survival relationship for
different variances and slopes, we systematically explored different levels of these two parameters.
We expressed slope as a percentage increase in survival from low flow to average flow (100 to 200
kcfs; these flows generally represent conditions during the summer months for the lower Columbia
River). The variance is expressed as the observed CV in survival, ranging from 0.1 to 1.0.

Table 6.1 shows the results of these Monte-Carlo trials for a = 0.15. The number in each element
of the table is the number of times out of 100 trials that the slope was significantly different from
zero. For example, let us assume we would use a -- 0.15 and that we believe that the CV in
survival is 0.8. Then if there was a 11.11% increase in survival from low to average flow, 22
times out of 100 we would detect a flow/survival relationship. If the real increase from low to
medium flows was 50%. then 54 times out of 100 we would detect a significant flow/survival
relationship. Tables 6.2 to 6.3 show the same results for a levels of 0.1.. 0.5 and 0.01.
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Figure 6.1. Six data sets of flow/survival data, randomly simulated with a low variance
(coefficient of variation [@¶SEt~)/mean flow] = 0.1) and steep slope (survival at 100
kcfs = 0.55, survival at 300 kcfs = 1%). Solid line represents expected flow/survival
relationship and dotted line represents the estimated flow/stirvival relationship.
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Figure 6.2. Six data sets of flow/survival data, randomly simulated with high variance (coefficient
of variation [(MSE1a)/mean flow] = 0.1) and steep slope (survival at 100 kcfs =
0.596, survival at 300 kcfs = 1%). Solid line represents expected flow/survival
relationship and dotted line represents the estimated flow/survival relationship.
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Table 6.1. Results of the Monte Carlo simulations: percentage of times the slope of the
relationship between flow and survival was significantly greater than zero (a = 0.15).

Percentage change in-survival from mid- to low flow

C.V. 0.00 5.56 11.11 16.67 22.22 27.78 33.33 38.89 44.44 50.00
0.1 19 51 85 loo loo loo loo loo loo loo
0.2 19 28 51 68 85 100 100 100 100 100

0 .3 19 22 39 51 61 78 85 99 100 100

0 .4 19 22 28 42 51 59 68 79 85 96

0 .5 19 21 2.5 33 43 51 58 64 75 79

0 .6 19 21 22 28 39 46 51 56 61 68

0 .7 19 21 22 2!i 31 40 46 51 55 61

0.8 19 20 22 24 28 36 42 46 51 54

0 .9 19 20 22 22 25 31 39 42 47 51
1.0 19 20 21 22 25 28 33 39 43 48

Table 6.2. Results of the Monte Carlo simulations: percentage of times the slope of the
relationship between flow and survival was significantly greater than zero (a = 0.10).

Percentaee change in survival from mid- to low flow

C.V. 0.00 5.56 11.11 16.67 22.22 27.78 33.33 38.89 44.44 SO.00

0.1 14 41 80 loo loo 100 loo loo loo loo
0 .2 14 21 41 60 80 99 loo loo 100 loo

0 .3 14 20 25 . 41 54 64 80 93 100 loo

0 .4 14 18 21 30 41 51 60 69 80 87

0.5 19 18 21 22 32 41 59 56 63 71

0 .6 14 18 20 21 25 32 41 49 54 60

0 .7 14 18 18 21 22 29 33 41 48 53

0 .8 14 17 18 21 21 22 30 34 41 48

0 .9 14 17 18 20 21 22 25 30 35 41

1.0 14 17 18 18 21 21 22 27 32 36
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Analysis of the observed CV in survival from the Columbia River chinook CWT groups (Table
4.6) indicates most stocks have a CV in survival of about 0.8. Thus as an u priori assumption, we
should perhaps view the CV line of 0.8 in Tables 6.1 to 6.4 as the most likely. If we accept 0.8
and use c&.15, then we conclude that unless survival increases 50% from low to mid-flows we
have less than a 50% chance of detecting a significant flow/survival relationship.

Table 6.3. Results of the Monte Carlo simulations: percentage of times the slope of the
relationship between flow and survival was significantly greater than zero (cc = 0.05).

Percentage change in survival from mid- to low flow

C.V. 0.00 5.56 11.11 16.67 22.22 27.78 33.33 38.89 44.44 50.00
0.1 9 23 64 loo loo 100 100 loo loo loo
0.2 9 16 23 48 64 loo loo loo loo loo
0.3 9 12 19 23 39 55 64 84 99 loo
0.4 9 11 16 19 23 34 48 59 64 '81
0.5 9 11 12 19 21 23 34 44 55 62
0.6 9 10 12 16 19 21 23 33 39 48
0.7 9 10 11 14 18 19 21 23 32 34
0.8 9 10 11 12 16 19 19 21 23 32
0.9 9 10 11 12 15 18 19 m 21 23
1.0 9 9 11 11 12 16 19 19 21 21

Table 6.4. Results of the Monte Carlo simulations: percentage of times the slope of the
relationship between flow and survival was significantly greater than zero (a = 0.01).

Percentage change in survival from mid- to low flow

C.V. 0.00 5.56 11.11 16.67 22.22 27.78 33.33 38.89 44.44 SO.00
0.1 4 10 42 99 loo loo loo loo loo loo
0.2 4 6 10 19 42 70 99 loo loo loo
0.3 4 6 9 10 16 26 42 62 80 99
0.4 4 6 6 9 10 15 19 30 42 57
0.5 4 6 6 9 9 10 14 16 22 32
0.6 4 6 6 6 9 9 10 14 16 19
0.7 4 6 6 6 8 9 9 10 14 16
0.8 4 6 6 6 6 9 9 9 10 14
0.9 4 6 6 6 6 7 9 9 10 10
1.0 4 6 6 6 6 6 9 9 9 10
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We believe this is unduly pessimistic. First, in many years we have multiple CWT groups,
resulting in more than 15 data points, and in some years we will have CWT groups released at
different times and therefore subject to different flows. Second, the power analysis done above
assumes only two sources of variation in survival: variation due to flow and ‘unexplained’
variation in survival. In the statistical analysis to be performed, we will use downriver code
groups in an attempt to ‘control’ for variation in ocean conditions. Third, the appropriate cc level
for fisheries management purposes is probably greater than 0. U-it may be 0.5. Indeed as
discussed in Chapter 7.5, we do not believe the final analysis of the flow/survival relationship
should be presented as a test of hypotheses.
In summary, these Monte-Carlo analyses of power indicate that a strong relationship between flow
and sun&al will likely be seen by using the crudest statistical methods; in reality we are even more
likely to detect a flow/survival relationship if it is present.



7. DISCUSSION

7.1. ALTERNATIVE APPROACHES

The survival of downstream migrating salmonids is one of the most contentious issues in the
Columbia Basin. The flow regime today is drastically different from that experienced by the
downstream migrants prior to the construction of the hydroelectric system. The economic and
social cost of increasing flows during the spring and summer migration might be very high. Yet
unless survival of upstream stocks is improved, those stocks, along with their genetic and cultural
value, are in great danger. Thus the social, genetic, cultural, and economic benefits of under-
standing the relationship of survival to in-river variables are quite large.

In this project, we are attempting to understand the relationship of survival to in-river variables
using coded-wire-tag (CWT) data to estimate survival. This is only one of the several methods
being used to assess these relationships. Using CW’I’ data has the intrinsic benefit of including
mortality that takes place after the fish leave the river, which may be due to migration induced
stress. However, CWT data has the disadvantage of adding year to year variability in ocean
survival on top of other variability to make the data noisier. It is certainly too early to determine if
analysis of CWT data is more likely to detect a relationship between survival and in-river variables
than other methods. We hope to have a better answer to this question at the end of Phase II.

7.2. EXPERIMENTAL DESIGN CONSIDERATIONS

We hope to see the strength of a relationship between survival and in-river variables amid the noise
of variability in survival due to hatchery treatments, ocean conditions, and a host of other factors
difficult to describe and control. We have attempted to eliminate hatchery treatment effects as much
as possible by using hatchery production groups and not experimental groups. Most CWT groups
are experimental, and thus our potential sample size would be much larger if we did use
experimental groups. We are currently exploring in detail some of the experimental groups to see
if the experimental methods are similar enough to normal hatchery practice to be included in the
analysis. This work is currently underway, but we do not have a final answer on experimental
group viability.

Using only production groups is not a perfect control on hatchery treatments. Normal hatchery
practice does differ from year to year and hatchery to hatchery such that production groups am not
necessarily given the same treatment.

The second big source of ‘uncontrolled’ variability is the effect of oceanic conditions on survival.
In general, some years are clearly better than others for fish. If in years following those with high
river flows, ocean conditions were good, then we mightfalsely deduce a strong relationship
between flow and survival. Similarly, if flow does strongly benefit survival, but the years of high
flow happen to coincide with years of poor ocean survival, we might see no relationship between
flow and survival. We have identified two approaches to overcome this problem.
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First, we can use CWT groups from hatcheries below the major dams as reference groups on
upriver hatcheries. Our best data are for fall chinook, with the Priest Rapids hatchery providing
the best upriver CWT database. Several lower river fall chinook facilities (such as Bonneville,
Spring Creek, and Abernathy) are available for reference groups. There are two considerations
when using this type of reference group. The availability of year-by-year matches of Priest Rapids
with downriver hatchery CWT groups reduces the number of years of usable data. Second, the
ocean distribution pattern for the upriver fish may be different from the lower river fish. Priest
Rapids fish are thought to be caught in more northerly fisheries than are lower river fish, and one
could then argue that they are therefore subject to different ocean conditions (Botsford 1983).

The second method is to look for within-year contrast in flow for the same hatchery. For the Priest
Rapids hatchery, this involves looking at May and June releases. River flow in May vs. June
varies from .year to year. If flow, rather than time of release, were the important factor, we would
expect years of high flow in May and low flows in June to show higher survival in May than June,
and less difference in years when May and June fish saw the same flow. The size of the fish at
release (usually later groups are bigger) and river temperature may confound this analysis. Plow
and river temperature are correlated, further complicating the analysis.

7.3. METHODS 0~ MEASURING SURVIVAL

We have implemented two methods for the analysis of survival: virtual population analysis (VPA)
and generalized linear models (GLIM). VPA is computationally simpler and provides a direct
measure of survival. GLlM is a formal statistical procedure that provides considerable flexibility in
choosing data. Whereas VPA must have all catch and escapement data, GLIM can work on any
subset of recovery data. Thus if the escapement or in-river catch data are missing or unreliable,
VPA will not be reliable. At present, we are unable to say if one method is superior to the other.
We plan on continued analysis to understand the performance of both methods, and most likely we
will do the analysis of Phase II using both methods.

7.4. AVAILABILITY OF DATA

The search for CWT groups usable for analysis of the relationship between in-river variables and
survival has been disappointing. We initially considered coho, steelhead, and fall, spring, and
summer chinook. Insignificant numbers of upriver coho releases obviate any analysis. Upriver
tag groups of spring chinook show so few recoveries that it appears they are not usable for
analysis of flows. Downriver spring chinook generally have much better survival than upriver, but
determining if upriver stocks have better survival in high flow years would require many more
recoveries than are currently available. Steelhead also have few recoveries for upriver stocks, even
though return abundance is at or near record levels in recent years. The two races that do appear to
have enough data for analysis are fall and summer chinook. Fall chinook data are the most pmmis-
ing since there are many downriver hatcheries with good tagging histories, and Priest Rapids
hatchery has many production codes available as an upriver stock.
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A limitation of Priest Rapids hatchery is its location-above four dams on the lower Columbia
River. CWT groups from Priest Rapids will not be able to provide any information about the
flow/survival relationship for the Snake River or upper Columbia River. The number of upriver
and downriver CWT groups for summer chinook is smaller than for fall chinook, but may prove
usable.

There are two main factors affecting how many code groups are usable. First, the type of
comparison made will have a critical effect. If we seek upriver-downriver comparison on a year-
by-year basis, then we find reasonably few matches. If we just want to look at flow vs. survival
for Priest Rapids without a downstream control, then we have more code groups. The second
factor is the use of experimental groups. Thus far, we have used only production groups. How-
ever, many experimental groups exist, and many of them may represent such minor experimenta-
tion that we can use them in our analysis. We are currently contacting agency staff to find out the
exact nature of the experimentation to determine which experimental groups we can include.

7.5. HYPOTHESIS  TESTING-PRESENTATION  OF  RESULTS

We wish to understand the relationship between in-river variables and survival. The traditional
approach to this question would be to pose it as a test of a hypothesis: can we reject the null
hypothesis of no relationship? As we saw in our power analysis, there are two key questions:
which alpha level do we use and what are the consequences of making a Type I or Type II error?
We reject this as the appropriate methodology for the final analysis of in-river factors and survival.
As an alternative, we will explore the use of Bayesian posterior distributions in which the likeli-
hood of a relationship will be expressed as a probability (e.g., small, medium, or large).

That there is a relationship between in-river factors such as flow and survival seems self-evident;
however, the question is not whether there is a relationship, but rather what is the strength and
functional form of the relationship. Further complicating the issue am the drastic modifications that
the river ecosystem has undergone: impoundments, water removal for irrigation, pesticides from
agricultural run-off, etc. Therefore, complicating factors might add considerable noise to the data,
limiting our ability to detect any flow/survival relationship. We believe that the final result of
Phase II should be an analysis of the relative likelihood of different relationships between in-river
factors and survival. This is analogous to presenting confidence bounds for the estimated slope,
but philosophically and computationally a bit different. During Phase II, we will be discussing the
exact form of final analysis with the oversight group to ensure that the final report will provide the
most useful possible information.
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&SUMMARY
Criteria for selection of coded-wire-tag groups within each species and race were estab
lished. Important criteria include length of the time series, whether the groups were reared
under standard hatchery production techniques, and whether upriver and downriver groups
from the same brood year were available.

Preliminary analysis indicates that fall chinook meets the data selection criteria. Chinook
salmon with a yearling freshwater life history present some limitations, and their value for
our analysis will be further tested in Phase II of the project. Coho salmon production
above Bonneville Dam is negligible; recovery of tagged steelhead from upriver production
is very small.

Two methods were considered for the calculation of survivals: Virtual Population Analysis
(VPA) and General Linear Models (GLIM). VPA is used by the Pacific Salmon Commis-
sion and produces absolute estimates of survival, but it must use all escapement and catch
data. GLIM is a statistical procedure that calculates relative estimates of survival, and it can
be applied to any subset of the data (e.g., does not need escapement data). Examples of the
application of both VPA and GLIM techniques to standard data sets are given. A set of
Appendices is included to show the application of GLIM to two different data sets.

A technique to estimate variance and thus confidence intervals for VPA estimates of
survival was developed. This method was applied to a standard data set. We began the
compilation of information about the measurement errors associated with the CWT
information, which serves as input information for the variance calculation.

A power analysis was performed to explore the probability of detecting a flow/survival
relationship and the effect that different levels of variability in the data have on the power to
detect the relationship. We concluded that there are reasonably good chances of detecting
the relationship.

In the second phase, we will be using a new approach. Instead of the traditional hypothe-
sis testing (i.e., testing for a positive flow/survival relationship) for a particular significance
level, we will be exploring Bayesian methodology to determine the likelihood of different
hypotheses (e.g., different slopes in flow and survival) given the data. This approach will
offer a way ‘to ponder’ alternative management options.
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10. APPENDICES

APPENDIX 1. OBJECTIVES

Objective 1: Evaluation of methodologies to determine survival
Task 1.1: Implement to Virtual Population analysis (VPA) techniques currently used by

the Pacific Salmon Commission (PSC). The VPA technique must be documented, and all of the
assumptions, especially shaker mortality, understood.

Task 1.2: Develop confidence bounds for VPA. VPA calculates cohort size at each age
by using catch, escapement and mortality rate data or estimates. By assigning variances to each of
these inputs, the variance of the survival rate can be estimated by standard Monte Carlo
procedures. Computationally this is quite simple, the only difficulty is assigning variances to’the
catch, escapement, and mortality estimates.

Task 1.3: Implement Generalized Linear Models (GLIM) methodology to estimate
relative survival rates of CWT groups. The GLIM methodology provides a framework for
statistical comparison of CWT survivals. This approach will provide a well-accepted statistical
approach to estimation and comparison of survival rates. The GLIM approach will permit us to
use all of the CWT code groups from a hatchery and brood year, see if they are different, and find
out which codes are similar and which are different. We can then examine the groupings of
survivals and compare them to hatchery practice. This should, in principle, greatly facilitate
assignment of survival groups to ‘production’ releases. For instance, if there turns out to be no
significant differences in survival, we can sue the mean survival of all CWT groups.

Task 1.4: Evaluate the ability of each method to detect survival differences using Monte
Carlo techniques. Simulated data sets with known differences in survival will be evaluated by each
method to see how small a difference in survival can be detected.

Objective 2: Data Assembly
Assembling the data for this analysis is a major undertaking. In principle we envision

assembling CWT data for every species and stock at every Columbia Basin hatchery over the past
15 years. Emphasis will be placed on compiling the existing CWT data for upriver hatcheries
above the Dalles Dam before doing lower-river hatcheries.

Task 2.1: Assemble CWT release and catch data. CWT data are currently available on the
Pacific States Marine Fisheries Commission (PSMFC) database.

Task 2.2: Assemble CWT recoveries from in-river catches and escapement data. It is
generally recognized that the consistency of records of CWTs recovered at hatcheries is much more
problematic than ocean catches and the PSMFC database on hatchery recoveries is not uniformly
reliable. Assembly of these data will require extensive personal visits to hatcheries and to
agencies. It will also require going over raw data records and discussion of hatchery procedures
with hatchery staff. A key question is what percentage of marked fish were detected at the
hatchery.

Task 2.3: Assemble data available on passage losses and straying. An additional
difficulty is determination of passage mortality and straying once fish ‘disappear’ between dam
counts. We will attempt, using the best available methodology, to assess these losses and put
confidence bounds on the reliability of the estimates. Straying and passage losses (as well as
shaker and gill net drop-outs) do pose a challenge and undoubtedly add uncertainty to the analysis.
However, the VPA technique applied to several Columbia River stocks is recognized as the best
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available methodology to determine if ocean harvest changes are effective and indeed a large
portion of the PSC regulations are driven by such analysis.

Objective 3: Calculate Survival and Confidence Bounds on Survivals
Task 3.1: Perform calculations. Once that data are assembled and the methods

developed, we can precede to actually perform the analysis. This will require two parts: first, we
must examine each brood year for each hatchery to determine which CWT groups are
representative, and second we must calculate the estimates. What should emerge is a series of
tables for each hatchery, for each brood year, and for each species, a total adult production, a
survival rate, and a variance of the survival rate. If large numbers of releases were treated in
different ways, we may have more than one survival rate estimate and we would calculate that. We
are assuming that we can also tabulate the number of juveniles released.

Objective 4: Calculate the Ability to Determine Survival Changes
Task 4.1: Calculate the size of the survival change and probability of detecting the change

at specified levels of significance. Given the levels of variance in survival estimated under
Objective 3, we can now calculate the probability of determining that survival changed due to a
factor in the fresh water life history. For any level of significance (0.1.0.5, etc.), we will be able
to see how large a change in survival must occur to be considered significant.



APPENDIX 2. CODE GROWS ANALYZED

Appendix 2.1. Fall chinook code groups analyzed. Release and recovexv  information, together
with VPA swival~esti~ates  up to age 2 arc provided. -
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Appendix 2.2. Spring chinook code groups analyzed. Release and recovery information, together
with VPA survival estimates up to age 2 are provided.
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Summer chinook code groups analyzed. Release and recovery information,
together with VPA survival estimates up to age 2 arc provided.
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APPENDIX 3. PRIESTRAPIDSFALLCHINOOKRECOVERIES  ASUSEDAS INPUTTOGLIM

EXAMPLE 1.

__-e.--_____-__-___--_-_-_-_________--_----------------------.---------------
,CJLLW ‘JAR:ABLE C3CI~/C3mmrrS_______-_--_----------- --_------------___-_----------------------------------
1 ;cde Jrsup(btood  year) I=631662(76,. ?=631741177).  3~531821

4s6319481791, 5.632155~80,. 5.632156
7=632611(82).

2 Age

3 Seasonal clme

4 Recovery aceacstacel

5 Numbor o f  f i s h  crlease

6 Tags recovered In cample

7 Expanded number of tags

9 Sampling fraction

1=2yr. 2=3yr. 3=4yr,  4~6 y r .

ltJANl-JvN30,  2:JULl-DEC31.

1:Alaska.  Z=Brieish  Columbra,
3:Washingcon.  QsOregon.

Tags recovered/Expanded numbor

::::::
::::::
147JJ@
i47lJ4

::::;:
::::::
147338

14.99 .3SJlUS
24.11 .244031
:;A; .2724744

. .24ISOO

ll#.ii . iissosa
J1.18 .4OJ4427

N.72 .2411714
ii.ti .2214717

1::::: .447SSlS  .2401*03

41.01 . Illume

2.:‘:
1,:.7

: ::::v

lll.OS : :t::;:'
14.44 .417OlJ
1.0. .3236cfW_.._ _--._.-

12.47 .OllS41
71.41 .S104Jl

iI: :t : 2:::::

::g :::xsr
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r:rr
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.2944SO
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.4047a1
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2O.SJ :fW
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:.:I .soasw

Loo :t::::::_ _ _ _ _ _ .
‘x:
I:,1

::::::::
.ass7s4s
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:* ::
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2:,1 .41awu
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APPENDIX 4. TRANSCRIPT OF GLIM ANALYSIS OF DATA IN APPENDIX 3, EXAMPLE 1

(Comments are added as a guide to the fitting process.)

:3i ;t:H 3.77 updacr 1 lcopyrlghc) 1985 Royal  St8tlr~:c81  SOelrCy,  L o n d o n._..;i;rj ? zc 3:s c :ndtcacrs  commnc. Commmdr (*blroctlv8s*  In GL:!41 are s
i i ]  ? X inoun  3 zapacal  lrtterss
:?I 7
LOI ?
[ll ? SC *-*-**********DATA  SPECIFICATION. . . . . . . . . . . . . . . . ..*.................s
ill ?  S C  3oclarr Cho  Irngch  of the d&c@ S I C  C O  US~ and chr vrrrrbles’ namocS
(~1 1 S C  8s choy  vi11 appear i n  :ho rnpuc C11oS
[il ?  SUNITS  144SDATA  b y  a g o  so8 8re8 rrl counts cxpn CracS
[i] ?  S C  declare  c h r  dac8  input  ch8nn~l. It will ask for cha lnpuc fllr  nsmoS
[i] ?  S C  a n d  vi11 road AC vath cho formsc givrn 8bovrS
[ i ]  ?  SDINPUT 215
[a] ? SC Deflno  cho cacogorlcal  variables  and the numbor  of lrvrls  in l rchS
1;; ; SFACTOR  by 7 ago 4 sea 2 arr8 4s
LOI 7
(i] ? SC*************MODKL SPECIFICATION . . . . . . . . . ..*................*.......s
(11 7 S C  Define  cho rorponso varlablos
[il z sww7 councos
[l] ? SC Doline cho ‘link’ function (makes l ffocts l ddiclvol 8s log8richmlcS
[l] ? SLINK 1s
(11 ? S C  Dafinr  cha wrot Itruccure: Polsoon  orrot ulch  8c8le  Csccor (DsvlanC~/DF)~
111 ? SC co b8 8rclm8cod from cho ZiccingS
[l J 7 SERR p$SCALE  S
[i] 1 SC C8lcul8to  and doflno 8n offsot (rolo8ro  s i t8  by  swllng fr8cclon)S
[ll ? S C  t o  rcrnd8rdltr  c h r  occurrrncr8 i n  cha c8cch 8ccordlng t o  cho lnrcl8ls
[ll ? S C  8bund8nca
Ill ? SCAL  off+~locr(rrlgfr~c~SOFFSET  offs

?
7 SC**~******FI~Iffi  PROCEDURE AND MODEL CCLXCTIOU . . . . . . . . . . . . . . . . . . . . ..s
? S C  Modolr  o f  lncrrrrlng  complrxlcy  w i l l  be CrirdS
? SC Flc 8 modal conslacing  of the ‘grand moan’; the dovl8nce  1s chol
? S C  cot81 v8rl8blllcy  In Eho d8c8 8~s
? SFIT S
devi= a 2;$.2 8c cycle 4

. . =

? SC Add cho BROOD YEAR rffrcc co chr modal; ktvrrn e8rmchrslr  8rrS
? SC the chmgor in drvi8ner  and dogrooo of frrrdoa with rerpoct co S
7 S C  the proviour  modal8
? SFIT -by%

S C  T!m SCALt FACIVR Irtorsd i n  t8c 8fE.r r8ch fltclng)  18 cho  rscios
SC becvron drviante and drgrorr.of  froodom  and givrr an l 8c lmsc 8 ofl
S C  the ovordlrportilon u/r c o  a POlSsOn  error 8truCcUr~.  T h e  Ch8nga  8
SC In dovl8nca  *corrected’ by chir f8ecor bar a Chi-iquarr  dlrtribucions
SC with ch8ngo in dsgresr  of freedom,  wh8C  8n8bl.r  Co Coat  for tha S

? SC mu factor rlgnificancrs
? S~~,~t8228.2/CacSprint  tts

? SC c ro chia ~81~ r i c h  eho Chi-squurro crLLic81  v~luo.for  a s
? SC 0.0Tal- levrl  8nd 6 degree8 ‘of frroda.  This vaiur 11 11.07 S
1 SC sod ve kaop  8RODD YEAR In chr modoll
?
? SC Dlgl8y  the currrnt  mod018
? SDIS ti

Currmc #do1 :
coma a 1  l BY

7 SC Add 8orron8l  cim (rmmortrr)  and tic cho mod~lC
7 SFIT *8.&S
drviyy s ‘~~~.O (churgr = -‘“~.““I at CyCiO 4

. . s (Chsng. =

? S~~0~z84001~~csprinc ttS

? SC ihe cablo vrlur  for 1 d-f. 1s 3.84.  Wo kow SUS0t4hL  TILLS
1 SD18 m8
curtme mod.1 :
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{ai :ermr s I l BY l SEA

a l

;A] ? SC Add AGE co the made13
[ A] ? SFfT *agel
13; dev:ancr 3 1168.8 (change = -680.11 ac cycle 4
:a1 d.f. = 133 !cFwIgr  = -3 I
:31
(A] ? S~~~,~z=690.l/~rcSprlnt ttS

Table value 7.81. Keep AGE in chr modrlS

? sD:s as
rurrenc  model :

terms 0 1 l BY l SEA l AGE

? SC Add ARLA to chr mod.15
? SFIT areas
devLance = 1006.0 (change = -162.81) ac Cycle  4

d.L. = 130 (change  3 -3 f

? SCAL tz=l62.BL~tocSprinc  tts
21.04

? $C Table value 7.81. Keep Ma.5

? SDIS mS

Current model:
term8 a 1 . BY . SEA + AGE . AREA

? SC Add AGE-AREA interrction to the models
? SPIT cage.areaS
deviance = B70.3 (ehango = -1!:.73) l C Cycle  4

d.f. a 121 (change = 1

(11  ? SC ‘iable wlue 16.92.  Keop  the incerrcclonS
(01
[LI ? SDIS mS
(01
tzi Currenc model:

cerm8 s 1 . BY + SEA . AGE  + AREA + AGt.ARtA

[il 1 SC Add SEASONAL TfMt-MEA  1noractionS
(11 ? SPIT +sm.aroaS
I:) deviyfe = Tii.67  ( c h a n g e  s -2fi.6; at &cle  4

(01 * *
(change  =

[II ? SCAL ttr23B.6/trcSprLnc 82s
(01 44.57
(11 ? SC Table value ie 7.81. Koop the 1nceraccfonS

k! ? SDIS models
iOi
I:) Current  modal:

CIrM = 1 + B Y  + su + AGL + AREA  + stA.ARcA  + AGc.ARta

1 scu %r833.7l/*rcSprinc  Qts
6.4#3

? SC mble mlue ir 7 . 8 1 .  NON-SIGNIF'fCANTs
? SC Drop the inter8ctionS
? WIT -808.rg.S
drviyy = fii.67 k&an::  s

. I a
+::.7,  l c cyclr 4

1
lil ? SC Add BROOD YEAR-AREA 1ntorrcrlonS
[il ? WIT +by.aroaS
(01 deviance B 420.24 tchanga  s
I:) d.f. = 100 (change  s

-a:.‘; at c y c l e  4

(11 ? S~~2~28211.4/~rcSprlnc  92s
(01
1;) ? SC kble  value 21.07. Keep the lncerrctlonS

[il .? SDIS a$
I01 Currenc Wol:
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13, -.ermr  I : . BY - SEA l ACE - AREA * 3Y M EA . ;a .AR U . XGE.AR U

. ,

.- /
- / ’ jC A d d  thy BROGD  i%j\i(-Aif  :rce:ait:xS

. . 9:*s ? SFiT -by.ageS
9: ?ev:ancr

i3!
= 2 9 8 . 4 7  (c?.anga = -l21.‘9r  ac cycle  5

d.f.  = 82 (change  5 -I8 1. ..I.JJ
:l’ 7 scxL ~2=121.79/tscSprinc  (2s
:0i 3 3 . 4 6
fll
‘si

? $Tab?e  vaiue LS 28.87. Keep the intaracclonS

ill y jC 3~s e  shcws the escimaces corresponding CO  ihis models
1~1 ? SDIS m eS
!Ol
[al  Cur:ent m o d e l :

terms  = 1  . + M E l AR E A l SY.AGE l BY.AREA  + S&4.AREA  * XGE.ARUI

:
3
4

:

:
9

10

ii

::

::

:8
2 0

::

::

::

::

:i

::

::

::
37

:“p
40

t:
43
44

t:
47
4 8

to’

::
5 3

2:
5 6

2:
59

esrlmace
-10.30

x::
-0: 1429

- 1 . 2 8 3
0 . 5 1 4 1

-o”%i
i.179
3 . 2 6 8
2 . 5 4 7

0 . 2 1 0 4
- 0 . 8 7 6 7

- 4 . 5 0 1
- 0 . 9 1 2 5

- 1 . 0 3 0
- 2 . 3 5 4

- 0 . 4 1 7 5
- 0 . 3 8 1 5

- 1 . 0 0 3

1;. :‘6::
-i.626
0.7091
0.6468
0 . 7 7 4 6

:;*:y
-i.724

- 0 . 0 5 4 0 2
- 0 . 2 7 8 6

- 1 . 0 7 3
-0.1494
0.1936
0.1341

- 0 . 6 0 1 9
0 . 6 2 1 7

- 0 . 3 2 8 9

-8%
0: 7273
0 . 1 1 6 4

- 0 . 0 3 6 7 2

8%:
0: 1921

1 . 6 6 0
0: 4431

“;‘Z
1:064
3 . 0 2 0
4.OBB

0 . 6 7 2 9
- 0 . 2 4 0 2

1 . 2 1 3

-"i"%
-0.i930

9.0.
1 . 3 3 6

0 . 7 6 9 4
1.081

0.7791
0 . 8 6 7 2

1 . 0 3 4
0 . 8 0 0 7
0 . 2 1 5 7

1 . 3 6 1
1.308
1.332
1.303
1.368
1.733

0.7152
0 . 6 7 7 3
0 . 8 2 6 0
1.038

0.9822
1.192

0 . 7 3 1 6
0 . 7 1 2 5
0 . 7 9 0 9
0.8529
0 . 8 1 0 2
0 . 8 5 2 6
0 . 9 5 5 9
0 . 9 2 6 3

1 . 0 3 7
0 . 7 4 7 9
0 . 7 3 0 7
0 . 3 0 1 3
0 . 5 4 3 2
0 . 4 0 0 4
0 . 5 8 8 3
0 . 7 4 9 0
0.6082
0 . 8 6 0 2

8.::1:
0:5090
0 . 4 8 0 1

“0%
0: 6377
0.S769

ii* ::t:
0:4392
0 . 4 7 4 6
0 . 3 3 2 1
0 . 6 4 7 7
0 . 9 9 0 9
1.289
1.222
1 . 4 2 1
1 . 2 3 5

:-:::
1:277

parameter

iY,2)
aY(3)
BY(4)
BY (5)
BY(6)
BY (7)
sEAt2
AGE!2
AC&(3
AGE(4
AWL&f
MEAf
MEAf 4
BY(2)  .AGEfZ)
BY(2).AGE(31
BY(21 .AGE(O
BYf31.AGEf2)
BYf3) .AGEf31
BYl3) .AGEfl)
BYfO .AGEf2)
BYfO .AGEf3)
BY (4) .AGCE(Il
BYfSl.AGEfZl
BY(S)  <AGE(J)
BYfS).ACEfI)
BYt6) .AGE(Z)
BYt6)  .AGEf3)
BY(B)  .AGEfIl
BY171 .AGEf21
BY(7)  .AGE(3)
BY(7)  .AGE(I)
BY(2)  .AREA(2)
BY(2)  .AREA(3)
BY{21  .ARElr(O
BY(3)  .MEA(2)
BY(3)  .MEA(3)
BY(3)  .MEA(O
BY (4) .AREA(Z)
BY(I) .AREAt3)
BY(I) .AREAtO
BY(S)  .ARU(2)
BY(S)  .ARU(3)
BY(S)  .AREA(I)
BY(61 .AB&AI2)
BY(b) .AREA(3)
BYf6).ARU(I)
BY{71  .AREA(2J
BY(f) .MEA(3)
BY(7)  .AREAIO
SE&(21 .ARcA(2)
SE&(21 .AREA(3)
SU(2) .ARU(O

6 0 -1.051

f: _
- 1 . 6 8 5
0 . 2 6 9 1

AGEf2
AGEt
AGEf2
AGEf3

E%
AGEt
AGEf41.193

1.399 _ , AGtt4
seal0  paramocar  carm a8 r.640
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51Ir,
01
01
01
11
:I
01
01
Oi
il
11

? SC Add BROOD  YEW-SEASONAL T:!4& :n:rzact.:aS
? SFIT -by.seaS
drvi~;r r 2;:.63 tchang. =

. I 1 (change  =
-f:.W aC cyc!r 4

1

? SC Non-olgniflcanc. Crop the 1ncrracclonS
? SFIT -by.SaaS
deviance = 298.47 (change = l 27.80 at cycle 5

d.C.  3 a2 (changr = +6 1

2 3; Fnd sec:;onS
1 SSTOPS



APPENDIX~. FALL CHINWKRECOVERIESFOR~  COLUMBIARIVER HATCHERIESASUSEDWITHIN

GLIM. EXAMPLES.
________--___--_-___----------------------- -----------------------------------------

--.
-24-v-w. ;‘AR;ABLr :3c:!4G/c:r4ENTs_______.__---__--__-----.--------_---__---------_-__-_-_--_-____---____--------------

: f:de Jroup

2 Actual lode

3 Number of fish released

4 Brood year 1378. 2 . 7 9 .  3=80, 4ia1

5 Year of recapcure ldl. 2=82. 3 . 8 3 ,  4r84. 5+8S

6 We lr3yr. 2=4yr

7 Area l=OR, 2=WA. 3=AK, I=BC

3 Hatchery l=Abernachy. 2=Bonneville,
3mPtlesc Rapids,  I=Spring Creek,
s=Cowllcz

9 Tags recovered in sample

10 Expanded number of tags

11 Sampling fraction Tag8 rrcovered/Dcpanded number
______________-----_----------------------------------------------------------------

: L%:::
: L%:::
: 2%
1 050450
a 050451

: ::::::

: ::i:::
1 0504s1
a 050451
J 050644
J OS0444
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: 0”:::::
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4 050444
4 050446

: ::z::
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: 0":::::
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:
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::3: :

::: 4
1Jl:
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:

: : : :
:

341 3 :

::: 4 :
IJli 1
111 3 1
3Jl 4

: : f
:

: 1
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4 4 1  1
441a :
4 4 1 1 1

::: 4 1
4 4 1 : :
4413
4 4 1 4 :

::: 1 f
1 1 1 : a

: : : : :

5.00 1 5 . 1 7

::*:o”
sm.91

a:00
1u.u

0.00

x
4:oo

0.00 0.00
l b . 0

4.00

%X
1:oo
1.00

0.001.00 ‘X
a.00 4:tt

1 1 . 0 0 41.00
0.00 0.00

11.000.00 ‘X
1 .00 ill
0 . 0 0 0 . 0 0
1 .00 4.bb

1 0 . 0 0 0.30
(0.00
0.00 sot :t

x
13J:or

0:oo :-s
0.00 0:oo
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0.00 0:oo
1.06
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14.00
:-::

‘Z

a:00
1:Ob
0.00

4.00 17.00
11.00 Sb.75

:i::: ::::::
0.00 o.oe
J.oe 4.a

O.Jb

t::
0:aa

:-::
0:o

i:::
0.10
0.1b
0.u

:*::
0:O

Ef
0:10
0.10

::::
0.10

:* ::
oh,

t::
0:11

:4:
a:34

::::
0.J4

---



54 / Appendix 5

I 11:14a
9 1-1941

:! 171141
.J :7;04J
10 071141
:9 171(41
:O 071141
:J S7114J
13 0*:141
;: 512151
11 3’2157
11 0’21S7
11 072157
11 0721)'
11 5721s7
:1 0721s'
11 J721S7
:2 972lS6
:2 07215b
12 0721s
:2 0721~6
12 0721S4
11 0721S6
12 072156
12 072156
1J 072129
1J 072J2S
IJ 072J29
11 07212)
11 072129
13 072J2S
IJ 072129
13 072129
14 072407
14 072407
14 072401
14 073401
15 072408
1s 072408
1S 072408
1s 072408
16 01260
16 072641
16 07X62
l b  07WbJ
17 01821
17 111821
17 611821
17 911821
11 01811
17 9Jl821
17 631821
18 02017
‘18 931011
18 01017
18 6J2017
La 632017
II 932017
:I: 912OL7
I9 01940
13 01948
19 411948
IS 411948

.lS 631948
19 421948
19 63lY48
19 621948
20 02lS1
20 o21ss
20 6J21SS
20 01115
20 OJlSS
20 612lW
20 oa155
20 412155
Jl ~11161
21 632291
21 02281
a1 02281
21 412261
21 4J2281
21 432241
21 02281
2a 022s2
12 02112
22 4J2182
a2 432212
23 43206
23 412418
13 41206
21 43a4w
24 OSO43J
24 OSO4Jl
a4 0904n
24 OSOOJ
24 OS0433
a4 OSO4J~
24 OS0413
25 050444
n 080444
25 090444
1s OS0444
25 050444
2s OS0444
2s OSOII1
24 05044s
26 OS844S
2e 09044s

iv9oa
2879oa

lSlO0

:::i
as100
lS100

:::z

::‘I:2

t:t:0o:
121100
:21100

;:;;;i
130000
110000
1JOOOO
110000
1 JO000
110000
1 JO000

‘:g$
75700
7s700
75700
75700
7s700

:::i:
105900
105900
lOS900
10s900
96100
96800

:::::
102400
102400
toa
102400
48100
48100

::::i
48100
48100
48100

:ff::

::::t

:fftX
n200
110100

:::::t
110100

::x

2::::

::::Zi
I94400

:::::
194600

:::::

2%

:fK

:3::
42188
421.8
2a2oa

;tg

2%

%3

::Xtc

::::ii

::Oot::

::t:z

::x

::ttz

::I':::
III84

f::!

0 30
10.30

>. 30
3 . 5 0
1.30
3.00
0 30
0.90
0 . 3 0
5 . 0 0
12.00
0.00
9.00
0.00
1.00
0.00
4.00
2.30

'E
1o:oo

0 . 0 0
0 . 0 0
0 . 0 0
a . 0 0
1 .00
8 . 0 0
0 . 0 0

‘Eo”
0:oo
0 . 0 0
J.00

1 0 . 0 0

'o"2
JJ:OO
0.00
2.00
0.00
1.00

:::o":
0.00

4b.00
1.00
1.00
3.00
0.00
1.00

20.00
7.00
0.00
0.00
0.00
0.00
0.00
4.00
1.00

:3
c:oo

z
1:oo

41.00

'E
0:oo
2.00

'X
a:00

::*:t
oh0
1.00
1.08
6.08
1.00
0.00
18.00

‘%
1:oo
6.00

‘:G
p;

J:::

%-it
1:oo
9.00
0.00
11.00
31.0.

140.00
0s.08
2.08
11.09
0.08

21.00

::::
..@a

3 30
104 40
0 JO
0.00
0,oo
0.10
1 IO
1.00
1.00
,I.00

15.-l
O.JO

51.82
9.00
2 .11
0 .00

22.24
5.46

5J.07
0.00

?0.7J
0’. 00
0.00
0.00

24.09
4.11

‘E
8;;;;

0.00
0.00

::+:
20:01
0.00

‘2: 2
S.88
0.00

49.Sl

::.::
0100

172.M
J.00
7.24

14.41
0.00
2.94

48.33

':-::
0:oo
0.00
0.00
0.00
7.02
lO.S4
1.18

:t::
'p:

2:19
112.89

'X
0:oo
6.0
72.JJ
0.08
7.99

lJ1.71
175.91

:-2
1:11

‘::::
0.00

‘69.18
89.49

1 .00
5.07

10. J:
lJ5.U

t”o:
lo:ol
14.80

119.a1

:::4
c:so

29.78
0.00
52.48
lJb.42
?08.10

":-:f
44194

9%
0.88
1.89
0.W

9 4J
7 22

:.::
0.18
0.16
3 J4
3 . 0
'I.22
l.Jb
.I 14
0 .41
9.22
0.).

:.i:
0 .18
0.18
O.Jl
O.J4
O.lB
0 .60
0.41
0 .11
0.21
0.1.
0.11
O.J4
0 .11
0 .60
0 .41
O.Jl
0.2)
0.40
0.41
O.Jl
0.21
0.60
0.41
0.11
0.23
O.bO
0.41

2::
0.24
0.14

:.::
0:Jr
0 . 0

:*::
0:Jc
0.18
O.J4
0.14
0.41

3:
0:34
0.42
0.12

t::
p;

0:30
O.J@
0.36
0.18
0.60
0.41
0.31
0.23
O.J@
O.J8
O.J4

t::
$;;

0:23
0.60
O.bl
0.11

:-::
::;:

:::g

p;

;:;t

0:43

Oo3:
O:J4
0 . 1 8

:-::
OI4J
0.22



Appendix 5 / 55

aa lSO44S
a*  I~ObbI
‘b )s040
16 OIO44S
at  JSObbb
a1 01044b
a1 asJ44b
:7 0~0446
a1 3SObbb
a1 910446
at OS0446
2 : JSOOS
28 3SO619
20 9SOO9
28 OS009
a. 05009
II 05009
aa OSO41~
28 osoo9
a9 050440
a 9  osobbo
a 9 050640
a9 050640
a 9 050640
a 9 050640
a9 050~40
a 9  oso~4o
JO 050641
JO OS0641
10 010441
IO 050641
30 OIO44I
30 050641
30 050641
30 OS0641
11 05064J
Jl 050442
I1 05044a
11 050641
11 050441
11 050641
11 050641
II oso64a
3a 050740
ia os0740
12 0s0140
Ja 0~0740
ia os0740
ia 050740
ia 0~0740
3a 0s0740
II OS0741
II 0 5 0 1 4 1
II OS0741
11 OS0741
II OS0141
II OS0741
II 0s0141
JJ OS0741
34 05074a
14 osot4a
14 05074a
14 01014a
~4 05074a
14 oso14a
~4 oso74a
14 050742
3s oso'l41
15 05074~
3s OSO'I43
IS 050743
IS OS0743
14 050?43
35 050743
IS 0s0143
36 050746
J6 OSO74o
I6 oso~4o
36 050746
14 05014o
16 OS0144
I6 010140
16 050144
)'I 050?40
37 050740
I? 050?40
11 050140
J7 oso1~o
17 oso14o
17 010140
J7 os014o
Ia 050749
30 050749
JO 050749
IO 050749
JO 050749
II OSO?O
I@ OS0749
10 050149
19 050750
19 050750
19 050750
19 050750
J9 050750
19 050750
19 05o')so
J9 OIO?W
'a 000')s1

:::::
5S600
51600

14~000

:::o”t:

:x0”

::::i:

t:::::
la5soo

;;::;i
::s500
: a 5 5 0 0
iassoo
‘5200
vaoo
vaoo
~3100
,510o
15100
rsaoo
xaoo
GOSO

:i:::
6 0 5 0 0

::::i
6OSOO
6 0 5 0 0

:::::

:::::
ZJlOO

:::::
a3100

104700

::::i:
104700
104700

:i::::

‘::::8
76100
79700
7c700
79700
74700
76700
76100
0100

:::t:

:::::

:::::
b3100
a5700
as700
as700
a5700

:::::
as700
a 5 1 0 0

1so500
15OJoe

::z:
n;;~ :

MS :

::iz
aoooo

::::

:::c

::::t

:::::
10900

:::t:
109Oo
JO900
13700
11700
woo

$2:
11100

t::z
19400

Ji 4 4

:
: : : :
: :

4 4

: :
ii::

::: :

: : : :
4. a

: :
: :

: :
: :

4

: :
3 4

4

{ 3
4

:
: 4

42 3 4

ii i
: :

1 :

J 1 : :
Jl 4 4

:f: :
: f : :
::: :
: : : :ba i b
::: :
:: 4 :
;; i 4

i 3
4 :

: :

ii i
i

o.ao
0  J O
3.00
0 . 0 0

1 1 . 0 0
lJJ.90
54.00
1.00
6.00
0.00
11.00
1 6 . 0 0

lOS.00
0 . 0 0

1 1 . 0 0
0 . 0 0
a . 0 0
0 . 0 0
2.00

al.00
lJO.00
0.00

%o"
a:00
0.00
1.00

16.00
iia.00
0.00
12.00
0.00
0.00
0.00
1 .00
1 .00

1 3 . 0 0

:*::
pg

0:oo
4 . 0 0
1 .00
0 . 0 0
0 . 0 0
1 . 0 0

tt:
0:oo
J.00
0 . 0 0

‘:z
r:oo

i*::
0:oo
1 . 0 0
0 . 0 0

x
11:oo

0 . 0 0
0 . 0 0
0 . 0 0

:4
11:oo

0 . 0 0
16.00

:z
0:oo

2::
9::::

0p:

2:oo
0.00

'::i:

i:H

:::

i:;

:%o
r:oo
0.00
0.00
O.UO

:::

i:{

$3

i:Q

a 00
J 0 0
3.JO
0 . 1 0

$5.66
10.99
122.1$

a.19
lS.4t

0 . 0 0
S6.SI
40.79
125.47
O.JO

210.0
0.00

:::t
ll.SJ
s9.2a

J65.01
0.00

"i: 2
1.49
0.00

17.2)
lb.11
ia4.0

0.00
1S1.16
0.00
0.00
0.00
9.48
6.14

'i:::
11.3)

0 . 0 0
3.51
0 . 0 0

‘:*::
2::;:

11:24
0 . 0 0
0 . 0 0
0 . 0 0

10.44
0.00

4 4 . 4 1
0 . 0 0

1 4 . 5 1
0 . 0 0
0 . 0 0
0 . 0 0
9.51
0.00

a6.4s
0.00

b9.9)
0.00
0.00
0.00
4.v
2.79
40.40
0.00

't::
0:oo
0.00

1 1 . 1 1
a9.17

a47.00
0.00

":*::
S:70
0.00

'X
0:or

:*::
0:oo
0.00
0.00
0.00
0.00

"0%
4::::

0:oo

:::!

t:Zi

t::
0.00

::::

::tt

9 J6
0.14
3 . 0
1.11
0 .24
0 .14
0.11
0 .16
J.14
0 . 0

::::
0.14
0.41
0 . 2 2
0.1.
0.1.
O.J6
0.18
0.18
0.14
0.41

::::
0.1.
0.16
0.1.
0.36
0.14
0.41
0.21
0.31
0.18

i:::
O.Jb

:-::
::;;

0:1,
O.Jb

2::
O.J#
O.Jb
0.10
0.60
0 .41
0 .11
0.21
0 .10
0.10
O.J4
0 .10
0 .40
0 .41

t::
0:JO
0.10
O.J6
0.18
0.10
0 .41
0 .11
0.11
0.1.
O.JI
0.14
0 .10
0.60
0.41

3
;:;:

0:3c

t::
a:41
0.11
0.2J
0.10
0.1.
O.J4

t::
$;;

0113

:.:t
0:1r

:4:
$;:

0:u

::::

:-::
0: 60
0.41

:.::
@:I@



5 6  I A p p e n d i x  5

40 05s751
40 951151
40 OSJ751
40 a51-51
40 050751
40 150751
40 050751
41 350851
41 55001
41 J50851
41 350851
4a 051050
41 0510s0
4a 051050
42 051050
43 151051
43 051051
43 051051
43 051051
44 05105)
44 osiosa
44 011052
44 051052
45 051057
45 OS1057
45 051057
45 051057
4b b31942
4b 0 1 9 4 2
4b (31942
48 0 1 9 4 2
4b (31942
4b 0 1 9 4 2
4b 01941
41 0 1 9 4 1
47 01941
47 0 1 9 4 1
47 431941
47 0 1 9 4 1
47 0 1 9 4 1
47 01941
48 oats4
48 0 2 1 5 4
48 0 2 1 5 4
48 02lS4
48 blJlS4
48 bl2154
4 8 0 2 1 5 4
48 03154
49 131131
49 01137
49 b32137
49 b1713?
49 01117
49 81211?
49 b11lJ7
49 03137
SO 03151
SO 02158
50 01154
50 01155
s o  0219b
so 832118
s o  anl5b
SO 01118

:: ::‘:::
51 bI225S
Sl 011SS
51 1nass

:: ::2::
51 onrr
S2 b32012
52 b12031
sa 81303J
$2 bl2032
11 832462
II 024b2
51 W462
Sl b324b1
54 02803
54 02602
54 02bO3
I4 01802

15400

:::::
15400

t::::.----
15400
44700
((100

::::t
151400
:51400
:51400
:51400
18900
18900
,.*aa-_.--
38900
58300
58300
58300
58300

ioa300
ioa300
102300
loa
143bOO
lObOO
143bOO
143100
lllboa

::::::
11100
11100

::::t
11100__.
11100
11100

::::ti
a44300

2::::
::::2
a44300

:::“o:
a0700

:::t:
10100__ ._
::2:
::::::
153aoo

Jll 2 4

ix’ 44.
::;;

:

3 4 2 :
141 i 4
4 4 1 4
4 4 1 :  4
4 4 1  3
4 4 1 4 :
4 4 1
4 4 1 : :
4 4 1
4 4 1 : :
4 4 1
4 4 1 : :
4 4 1  14
4 4 1 4
4 4 1
441:

:

4 4 1
4 4 1 :

:

4 4 1
4 4 1 :

:

4 4 1  3 :
4 4 1  4
1 1 1
1 1 1 :

:

:::  4
:

I a a : :

:::  3 :4
1 1 1  1
1 1 1

:
:

I 1 1
laa I :

:::: s
1aa 4 :
a 2 I
aa i :

if: : :

: : : : :
11) 3

::: 4
:

2 a I : :

: : : : :
a3a i 5

:::::

::: 4 :
311 ii

: : : 4 5

: : : : :
342 3

:::: i

:::: :
331 4 9
141 I

::::
:

342 4 1
4 4 1
4 4 1 : :
4 4 1 S
4 4 1 :
4  4 1
445:

:

4411 :

:::: :

::t: s5
445 4 s 1.00

1. JO
0.00
1.30
: 3’)
0 . 0 0
0.00
0.00
0.00
4.10
0.00

21.00
8 . 0 0

‘:i
al:00

1.30
a . 0 0
0 . 0 0

::o”t
8.00
0 . 0 0
39.00

:::::
0.00

‘X
10.00

5.00
4.00
19.00
a.00

10.00
0 . 0 0
1.00

:4
a:00
a . 0 0

‘xt
34:oo
0 . 0 0
4.00
0 . 0 0

Y:::
8 . 0 0
4.00

18.00

:z
3 : o o

37.00
0 . 0 0
9.00
8 . 0 0

40.00
0 . 0 0
9.00
9.00
b.00
4.00

':z
4:oo
0.00
9.00

:.3
r:oo

1 1 . 0 0
0 . 0 0
0 . 0 0
0 . 0 0
1 .00

:-ii
0:oo

:%
0:oo
0 . 0 0

1.51

5.0

I IO
4 10
? 70
9 YO
3.JO
O.JO

11 59
11.10
J.00

88.2b
:J.87
27.34
0.00

LO9.18
2.bb
4.39
0.50
IS.97

ii: ::
0.00

lbb.94
17.18
5 b . 0
0.00

11b.O

;::::
30.41

2:::
b.11

55.11
0 . 0 0
a.0

14.8b
15.10
5.79
3.13

44.53
1.57

73.15
0.00
14.49
0 . 0 0

38. b0

:::::
10.45
(9.91
0.00
l.bb
5 .51

8 8 . 0 0
0 . 0 0

::.::
9oIa8

0 . 0 0

:x
14:40
19.0s

187.b4
2.00

11.85
0.00

‘::::
1.35.

1 7 . 0 9
5i.i:

0:oo
0.00
9.41
4.Ob
4.84
0.00

'2::
0.00
0.00

a 18
3 J4
J 18
I bJ
1.41
‘I 11
Y.21
0.40
0.41
0.31
3.23
Y b0
0.41
O.Jl
0 .21
3.bO
0 41
0 .31
0.2)
O.bO
0.41
0.11
0.1)
O.bO
0.41
O.Jl
0.23
0.25
0.34
0.18
O.lb
0.34
0 . 0

2::
0.34
0 .18
0.3b
0.)4
0 . 0
0.12
0 . 3 8
0.34
0.43

::::

i:::

2::
0.34
0.43
0.11
0 . 1 8
0 . 3 8

x
$;;

0:lb

::::
0 .41
0 .31
0.13
0 . 3 8
0 . 3 8
0 . 3 8
0 . 1 8
0 . 8 0
0 .41

:.::
0:bO
0.41
0.31
0.13
O.bO
0.41
0 .11
0.23
0.40
0.41
0 . 3 1
0.13



APPENDIX 6. TRANSCRIFT 0~ GLIM ANALYSIS  OF DATA m APPENDIX 5, EXAMPLE 2

(Comments in Appendix 4 can be used as a guide to the fitting process.)
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xs
3:024

0.6536
3.821

0.07705
-5.352
0.1235

‘"is:::
1:212

0.1721
-5.397

-0.085OS

"0":~::

OX
0.5767
1.37s

0.4530
0.7162
0.7551

";'K
o.i754
0.4193
0.5348
0.5648

l lla 8ed
0.7104

8*::::
016484

“;:‘E
OiS~~~
21439
1.022

0.4402
9.009

0.4522

"i%(

parameter
k(2)
HAT{31
HAT(()
KkT(Sl
AGE(2)
FISW(21
FfSW(31
FISH141

z%:;
YEAR(O
YEAR(S)
HAT(2).AGEf21
HAT(3I.AGEt2)
HAT(I) .AGEt2)
HAT(Sl.AGO(2J
IUT(2~.FISR~2)
HAT(2).FISlI(31
HAT121 .FISH(O
HAT(3).FISH(2)
iUTl3) .FISH(3)
KAT~3).FISX(O
HAT(O.FISH(21
HAT(4B.CfSHf3,
HAT(I) .FISH(O
KAT(Sl.CISH(2,
HAT(S) . PIOnC3,



01
01
01
31
01
31
01
3 I
01
01
01
01
01
01
01
01
01
01
01
01
01
01
Ol
01
11

:;

29 -1.254
30 -9.560;3

::
3.i38
1.!68

::
-0.7378
- 0 . 3 3 3 7

:: 0.000 1.124

37 3.‘969
13 3.::34
33 ;. 94a
43 I. 300

:: 0.09448 -1.407
43 3.4097
44 0.000
4s 0.3411
46 . -0.06134
47 1.203
48 0.000

:i 0.3385 0.9141

2: -0.9858 0.000

::
-1.091
0.5222

55 0.000
56 0.000
57 0.1361
50 1.524
59 1.020
60 0.000

:.421:
1.5;‘9
‘j.3Q4;
1.51!?
0.4931
0.45:3
0.5522

allaoed
1.1:5
1.094
1.:34

allasrd
0.3205
0.3486
O.SOlS

aliasrd
0.5884
0.6020
0.7228

aliared
0.3403
0.4746
0.4123

allasod
0.6930
0.6961

aliarrd
allased
0.3666
0.4083
0.3768

ACi.:i ..=:;X. j:
AGE(:)  .FISHt4)
XAT(?J.YEARf2)
HAT(!).YUR(3)
HAT(Z) .YURtO
HAT(?) .YEAR(S)
HAT~3t.YEARf21
HATI3).YEAR(3)
KAT(3):~%714)
HAT(31.YEAR(S)
HAT141 .YEARt2)
HAT(O) .Y&ARO)
HAT(Ql.YEAR(4)
HAT(J) .YUR(Sl
HAT(S).YEARt2)
HAT(Sl.YEAR(3)
HAT(S).YEAR(I)
HAT(S).YkXRfS)
FISH121 .YEAR(f)
FLSH(2)  .YEAR(3)
FISH(I) .YEAR(O
FISH(2) .YEAR(S)
FISHl3l.YEAR~21
FISH(31  ,YEARO)
FISH(31 .YEAR(O
FISH(3)  .YEARfS)
FISHtO .YEAR(I)
FISH(O.YUR(3)
FISHtO .YuR(4)

aliaoed FISHfO .YCAR(S)
PC~LO paramcer taken as 4.776
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:UT'S: F:iW,4l
ACE\Z!.F:SH.:r

? SC Pipe the procorreo below Co 8 nov ChaMol (151, vrltlng co a files
? SC called reeld.darS
? Soucpuc 15s

11 File name? cesld.dac
01
il 7 SC Display observed and fitted value8 and residualss
il ? Sdis r%

cosldual
-0.124
-1.137
3.009

-0.404
-0.891
-0.222
2.083

-0.038
-0.346
-1.097
2.464
0.496

-0.195
-0.127

-8%
-0:226
0.118
x:
-0:262
-0.471
1.700

I:*::;
-1:017
-0.426
I;*:;;
-1:371
-X
-0:264
21020

-0.132
ix
3:603

01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01
01

unit observed
1 5

23 ::
4 0
2 :
7 4
: 2:

:: 8

12 :
:: 0

15 :
16 21
:: 1:
2'0' P
f S 0 1
:: :o"
ii 2:
27 0
:: :
:: 2
:: 1:
34 1:
:5 0 0
3738 :

ficced
5.285

2E.018
15.249
0.163
0.794
0.049
1.473
4.076

1.136
3.783

i%f
12:ooo
62.442
0.164

w
1:664
8%
1:2ec

12.525
0.049
'k%
0:016
0.007
0.239
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4.282
41.641
?.?3!

37.334
0.358
3.cs4
0.923
0.794
3.455
3.434
0.560

14.715
1.137
1.130
0.020
4.840

12.840
73.519
41.913
0.665
3.496
0.001
6.793
0.673
3.856
2.198
0.035
0.183
0.000
0.356
3.329

18.572
0.000

10.570

%
0:001
4.815
1.938

20.358
0.000
19.119
0.686
0.694
0.001

10.630
1.129

11.855
0.000

11.133
0.400
0.404
0.001
6.190
6.641
7.137
0.001

32.031
6.077
6.524
0.001

29.279
6.428
6.901
0.001

30.972
0.133
0.421

,i*'lt:
01544

10.222
5.694

8%
2:207
0.321
0.930

17.468
9.730
0.172

-83 :36
;. 450

-,I 430
-1.591
-J.?Jl
-.I.233
-I.:50
0.231

-1.321
0.305

-0.245
0.335

-1.966
-0.122
-0.141
-0.382
-0.234
0.756
0.168

-0.816
-0.265
-0.031
5.067

-0.821
-1.964
-1.483
-0.187
-0.428
:;-g;
-1:a25
-1.525
-0.01s
-0.483
-0.390
-0.409
-0.029
-0.371
0.044
0.364

-0.022
-0.256
-0.820
-0.833
-0.036
-1.420
-0.121
-1.120
-0.017
1.4s9

-0:632
-0.636
-0.027
-1.282
1.300
1.072

-0.023
0.171

-2.465
- 1 . 7 7 1
-0.022

-E%
31044

-0.023
2.700

'04
1:so3

-0.433

z::
0:547

-0.477
-0.840
-1.486
:y:;

-3:222
-2.15.
1.207



i>I LiO z.695
i.:22
9.224
0.153
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i,i ;21
.ji *_I 2
:a/ ii3
!Ol 124
3 I 125
:,’ I26
;;I :27
[:I :28

:: 9
f0i :30
ial :31
iSI 132
!ol i33
(01 134
iol 135
:Ol 135

I:1
i37
138

iol 139
!ol 140
[Ol 141
(01 142
lOI 143
[Ol 144
101 14s
iOi :46
IO1 147
1:; 149 148

lool 150 151
(01 152

153
154
155

iOi 160
Isl 161

t:; ::: 164
LoI 165
I:I 167 166

I:! 168 169
LOI 170
I:) 172 171

t:i 173 174

Ioof 175 176

I:f 177 178
I:; 180 179

1:;
la1

t:;
it3
184

lOI 10s

t:: ::5
[Ol 188

t:; 189 190

::; 191 192

t:: 193 194

I:;
19s

t:j ::: 198
(01 199
(01 200

13

::
42
32
0

:
30

145
62

::
240

3.a34
33.li6
14.391
0.548
3.175
5.307

16.050
0.771
0.430

54.083
35.487
0.119
0.687
1.148
3.472
0.167
0.093

11.700
7.677
2.109
1.249
6.607

30.171
0.392
0.232
1.227
5.604

19.654

'::G::
1:283
7.409
0.002
10.628
18.901

‘:E::
1:233
7.125
0.002

10.221
7.756

48.839
20.553
0.506
2.924
0.001
4.194

34.315

‘:fG
2:239

‘f *XC
1C:SSC
24.806

%:
63:930

f : ::;
0.001
4.111

14.864
91.184

0.001

3i%
1:orr
0.001
2.464

11.9S8

:.a13
' 663
;:sa
2. i67
*I.132
L.373

-,I.367
-*I.740
-i.792
- 1 . 4 3 6
-,I.761
-3.978
2.393

- 1 . 6 4 3
-o.ses
-5.344
0.378

-0.138
1.356
2.039

-3.305
1.342
3.726

-0.763
-0.223

-3.626
-0.402
: * 600
1.012
2.334
1.909
1.374

-0.250
0.504

-0.042

x:
11: 089
4.933
0.690
3.699

-0.041
3.372

-2.705
-6.045
-4.534
TO.711
-1.710
-0.026
-2.040
::*:5":
-3:664
-0.828
-1.929
-0.0s
-1.290
-1.768
-3.824
-0.039
-1.492
-0.400
0.200

-0.030

-:*z:;
3:ore
-0.030
2.051

-0.309
0.940

-0.023
0.342
1.169
4.511

-0.027
0.213

-0.277
-0.91s
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201
:32
203
204
205
206
297
200
239
210
211
212
213
214
21s
216

:::
219
220
223
222
223
224
225
226
227
228
229
230

:2

2:
235
236

:::
239
240
241
242
243

2:
246

2'::

::i
251
252

:::
25s

:::
251
259

:::
262
263
264

2:
267

32!

:::

:::

5:

::t
278

Go'
2.1

I. 500
1.302
4.566

28.010
0.000

11.767
0.029
0.320
0.000
0.757
2.893

33.412
0.001

23.163
xi:
0:001
5.830
2.119

24.477
0.001

16.969
0.340
0.378
0.001
4.271
1.743

20.137
0.000

13.960
0.279
0.311
x:
0:710
0.202
0.000
5.686
0.114
xz
1:431
4.158

40.020
0.001

33.296
0.666
x-2
e:,so
0.796
9.191
0%
0: 121
0.142

%:
0: 854
9.U61
z:
0:137
0.152
:-!:I
0: 379
4.372
0.000
3.031
0.061
xi
0:763
0.425
%X
3:407
0.068
0.076
0.000

- 3  32:
-3.598
-5.'33
-2.336
-0 .017
-2.556
-0.171

1.203
-4.013

3 I720
-1.113
-4.396
-0.027
-3.358
-0.601
-0.718
-0.029
-1.172
-1.456
-2.522
-0.023
-2.420
-0.563
-0.614
-0.024
-0.615
-1.320
-2.036
-0.021
-0.792
-0.529
-0.557
-0.022
-0.007

0.344
3.072

-0.013
4.326

-0.337
-0.356
-0.014
0.476

x:
-0: 032

0.441
1.634
1.463

-0.034
2.207
0.229

-3.032
-0.014

:;*:::
-0:377
-0.01s
-1.266
-0.924
-1.540
-0.014
0.063

-0.370
-0.390
-0.016
-0.549
-0.615
-2.091
-0 .010
-1.741
-0.246
:;*:'I:
1:: l33:
-1:766
-0 .010
-1.304
-0.261
-0.27s
-0.011
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:a2
283
:a4
295
:96
297
299
299
290
291
232
293
294
295
296
297
299
299
300
301
302
303
304
305
306
307
309
309
310
311
312
313
:::
316
317
319
319
320
321
322
323
324
325
326
327
:::
330
331
332
333
334
33s
336
337
338
339
::i.
:t3
344
34s
346
347
348
349
350
351
:5:
:::
IS6
357
358
:z

:

i
22
9

10

270

:

:
5
i

:;
21
5q

'i
6

'i
10
0

:

:

1:
3:
0
:

l7e
a

2:
0
:

37
8

4:
:
a

3:
:
0

2'
:

12
0
8
:
i
t
8
1

3.359
4 430
5. 331
3.900

L7.561
L4.555
17.las

0.001
56.932
3.740
4.415
0.300

14.629
5.605
6.617
0.000

21.923
9.935

11.612
0.001

39.469
2.913

15.915
2.522
5.779

29.963
3.372

15.644
x
0: 19s
i*::;:
;::g
9:996

47.027
0.234
7.566
4.127

38.941
9.598

34.708
0.761
4.OS2
0.020
0.641
0.350
3.300
0.912
2.941
2.365

23.703
:*::J
5: 178
4.995
3.992

‘z:
18:767
0.194
4.099
:%
31082

':-:::
1:307
0.043
1.630
:%t
p:
1:467
l.SO3
f:ZX

d.326
;. is7

-1.565
-0.019
1.053

-1.719
-1.733
-0.034
-3.967
-1.417
- I . ! 4 9
-3.017
-2.517
-0.255
0.537

-0.021
3.647
3.560
2.755
x::
1:223

-1.403
1.561
0.092

:;*:::
-1:427
-0.475
-0.208
4.088
3.820

-0.160
:-i::
$;;;
-0i484
-1.296
-2.031
-3.356
-0.836
-4.533
3.712

11.896
-0.141
0.440
4.482

19.553
-0.901
3.533
3.664
3.347

-0.496
1.131
1.690
0.4so
1.068
3.843

-0.639
-3.409
-0.441
1.8S3

::-g;:
1:093

-1.180
::*::;
-0:tOt
-0.494
-1.674
:;*::x
-0:66s
-1.211
2%
-0:639
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